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Definition of Cyber Risk

Two aspects towards the definition

M A ZH =& (World Economic Forum) 82
1 > ALO|H| @[ (cyberthreat) Z=%|/7| 22| Z7HX| U= Atitof] A2 NHLEM a3 K22 420t A4t
Qutste A A9 AS 715 (Probable loss event that materializes when a cyberthreat affects an
asset of value and results in a material impact on an organization)

v S2|™ AIO|H EIﬁﬂ(PhySical cyber risk) : SIEQY O EE= ATEQO O A 7)== 7|HIA| A EHMSHE 2|A3
v dH3} ALO|H 2| A3 (Informational cyber risk) : HIO|H = C|X|E HEQ| & L& ot 2|23
v QUX|H ALO|H 2| A3 (Cognitive cyber risk) : AFO|H S k4 74Ol EE= T EHe| X[ 4] 7HK[ &
oursle g|A 3
= — —_—

Biener, Eling and Wirfs (2015) 29|
2 > FE S EE ALE Yo 7|2, /8 e 2P0 FEH S Zedte (BRI Z9))
2 d 2|23 (Operational risks to information and technology assets that have consequences
affecting the confidentiality, availability or integrity of information or information systems)
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Research Background

Definition of cyber risk

Classification of Cyber Risks

1

CRO(Chief Risk Officer) Forum (2016) =&

AMoed o= g3 ¢l Antgd

« AAHEIDIZE/IRE . QXA « JIICHR 34 . AIREEX|

« GjO|H EotAmy o AAEIG V= MO . ALO|Hf B XA - OOy &4

- OO S&/7t8d NMalf - UWE Z2=MA Ao . AT o HT/ALY|

. Oto|X Xl . QEALA « SHE|H|AE(Hacktivists) « ZHAYIO] == ALO|H A Z3F
. LHEX} . JOIHERE

T O} A Al

Zeller and Scherer (2022) 2&

70 At (Idiosyncratic events) A AR AL (Systemic events)
34749 ol &Zat 34/49 o &Zat
"EEE EX GO ZE  JfE Aaof o FHeIe oy F22E Ay
(°|E*| o2) |0 AZEQof/mfdof ot ZXHCSP)Y| 2|t
RE HolE Hx EIEiI %2 HO|H f&
AL EX] HA ClEA/ IT Al2E 0|%ts SO SRt HWHAN 34 SERE MH[A ST
Mol 34 o5t I EL A Fof o|st A2 E0H (o,
EHIAIi%I OfHl)
Ho/AZI/ZF S 2T LEXe oF  HE|XAZ0 9I3J FHest AP 34 SR = 0
Z7xfo| ZEO] O3t CO|EH|0]A A4 HOlE /=
HFEHPE HT
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Definition of cyber risk

Classification of Cyber Risks

Cebula and Young (2014) + d&%(2021) &
> AOIH 2|A3F ZE5t= CIX[E 29F EIﬁﬂQI 3THA &

u
T

vHER

|> |;|0F
u> HI

, 2/ FAH)
v &Z &/(Sub category) : % EH'=' o Rit” OI’“ S %’S% A g23a s2s K771 flet 7[=H
v 2|23 29Ql(Risk factor) : CIX| 2 T2t Sl AO|H S7F & 9/ &4AtAe| fols 23 = A= MFEe?
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47X g Rd oes) (22 98 o3k AEH FE fE
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Definition of cyber risk

Classification of Cyber Risks

Cebula and Young (2014) + d&%(2021) &
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Literature Review

How cyber risk research has progressed over the last decade

Two aspects on cyber risk research
Risk Engineering

O Risk prediction

* Detection of malicious attacks (e.g., Okutan et
al., 2017; Husak et al., 2018)

* Proactively prediction — attack projection,
intention recognition, intrusion prediction,
network security situation forecasting (e.g.,
Bilge et al., 2017; Xu et al., 2017; Subroto and
Apriyana, 2019)

O Risk modeling
+ Statistical loss model (e.g., Edwards et al.,
2016; Eling and Loperfido, 2017; Eling and Jung,
2018)
+ Extreme risk model (e.g., Wheatley et al., 2016;
Eling and Wirfs, 2019; Jung, 2021; Malavasi et
al., 2022)

rPoOsSTECH

Risk Management

O Risk mitigation (Self-protection) & retention
* Optimal investment on cybersecurity (e.g.,
Gordon and Loeb, 2002; Wang, 2019; Krutilla et
al., 2021)
» Enterprise cyber risk management & risk
capital management (e.g., Boehme et al., 2019;
Eling and Schnell, 2020)

O Risk transfer (cyber insurance)

* Cyber insurance market analysis (e.g., Eling
and Schnell, 2016; Romanosky, 2016; Pooser et
al., 2018; Romanosky et al., 2019; Xie et al.,
2020; Cole and Fier, 2021)

* Cyber insurance rate-making (e.g., Yang et al.,
2020; Eling, Jung and Shim, 2022)

© Kwangmin Jung (POSTECH)
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How cyber risk research has progressed over the last decade

Literature on cyber risk engineering

Risk prediction
= Graph models
* Bayesian network to forecast cyber incidents (Okutan et al., 2017); Graphical presentation of cyber attack
scenarios (Husak et al., 2018); Markov time-varying model (Li et al., 2020)
= Time series (attack arrival)
«  ARMA-GARCH or copula-GARCH (Chen et al., 2015; Xu et al., 2017)
= Machine learning approach
+ Random Forest classifier (Bilge et al., 2017); Neural Networks (Subroto and Apriyana, 2019)

Risk modeling
» Loss distribution
* Negative binomial approach (Edwards et al., 2016); Tweedie approach (Eling and Jung, 2022)
» Loss dependency with copulas
« Elliptical family copulas (Boehme and Kataria, 2006); Archimedean copulas (Herath and Herath, 2007);
Vine copulas (Eling and Jung, 2018; Peng et al.,2018)
= Extreme value theory
* Power-law based EVT (Wheatley et al., 2016); Block maxima with ARMA-GARCH (Jung, 2021)

rPoOsSTECH
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How cyber risk research has progressed over the last decade

Literature on cyber risk management

Risk mitigation & retention
= Optimal investment on cybersecurity
+ Optimal level of cybersecurity investment with cost-benefit difference maximization (Gordon and Loeb,
2002); Optimal level between cybersecurity investment and cyber insurance (Wang, 2019)
= Enterprise cyber risk management and cyber risk capital
« Top-down or bottom-up approach by risk management process (Boehme et al., 2019); Cyber risk capital
requirement under Solvency IlI, US RBC and SST (Eling and Schnell, 2020)

Risk transfer (cyber insurance)
» Cyber insurance market analysis
« Status quo analysis on the US cyber insurance market (Romanosky et al., 2019); Determinants of cyber
insurance participation and current performance (Xie et al., 2020)
= Cyber insurance rate-making
* Cyber insurance pricing for cyber-physical power systems under insurer insolvency (Yang et al., 2020);
Quantile-based rate-making by industry, firm size and security level (Eling, Jung and Shim, 2022)

rPoOsSTECH
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Research Question

What is missing in the literature

Research motivation

Aspect 1:

Spatial features of internet systems?

Critical internet infrastructures
feature physical spatial network
systems (Tranos, 2013; Schmidtke,
2018) .

Internet use delays rely on physical
distances measured by roundtrip
time (Schmidtke, 2018).

In addition, telecommunication firms
may decide to construct internet
networks in agglomeration
economies for profitability (Malecki,
2002; Priemus, 2007).

rPoOsSTECH
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Aspect 2 :

Socio-economic features may
appear to address cyber risk event
frequency (Park et al., 2019; Chen et
al., 2021).

The Social Disorganization Theory
(SDT) can support this potential
appearance.

But, a regional level analysis on data
breach occurrence is limited.

Spatio-temporal patterns of such
features may exist in regional
clusters of the cyber risk landscape.
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Research Question

What is missing in the literature

Relevant literature review

Aspect 1: Static cyber loss analysis

Aspect 2: Spatial/Socio-economic analysis on cyber risks

Eling and Loperfido Eling and Wirfs Jung Khey and Sainato Park et al. Chen et al. Present study
(2017) (2019) (2021) (2013) (2019) (2021)
Data PRC SAS OpRisk + Cowbell Cyber PRC State-level data China Judgements |+ PRC
(2005 - 2015) (1995 — 2014) (2005 - 2018) (2005 - 2012) from multiple Online database (2005 - 2018)
« PRC sources (2014 - 2018) * Social
(2005 - 2018) (2004 - 2010) Determinants of
Health Database
(2009 - 2018)
Sample 2,266 26,541 21,555 3,226 355 6,106 + 5,748 (PRC);
size + 32,245 (SDOH)
Method * Multi-dimensional + Loss distribution + Generalized Moran's | Panel regression *  Morans’ | *  Morans’ |
scaling approach Extreme Value statistics statistics statistics
* Multiple factor * Dynamic extreme distribution * Generalized » Spatial lag/error
analysis for value theory + Time series additive model models
contingency tables analysis
* _Goodness-of-fit
Focus of Distribution fitting of Distribution fitting of Statistical features of | Spatial cluster Relationship Spatio-temporal Comprehensive
study cyber risk and risk cyber risk and firm- extreme cyber losses | analysis of data between pattern of cyber spatial analysis of
measurement specific characteristics breaches socio-economic frauds in China data
for extremes factors and breach events
cybercrimes
Main * Clustersexistby + log-normal * Threshold-based Breachestendto Income, degree of  The distribution of * Spatial
findings types of data distribution might estimation might occur within education, poverty  cyber fraud events dependency exists
breaches over-estimate underestimate particular geo- rate, inequality is in terms of county-
«  Skew-normal cyber losses extreme losses clusters make the Internet affected by the level
distribution is . T_he larger the firm « The cost of a _ penetratiqn be more regional economy +  Population and
optimal for cyber size, the more smaller breach is re_Iated with cyber and population income are
severity exposed to larger than the cost crime generally related
extreme losses of larger breach : :
with cyber risk
rPoOsSTECH
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ﬁsﬂ!ﬂﬁm} Research Question
What need to be addressed in this study

Key research questions

Question 1: Question 2:
Do data breaches have a spatial pattern What socio-economic factors address
in the U.S.? the occurrence of data breaches?

1. How can the size of cyber risk
exposures address the occurrence of

1. If so, which regions are more exposed
to data breach risks

2. Whether there is a regional cluster in data breaches?
data breach event frequency 2. What industrial features may address
3.  What risk types or industries appear to the occurrence?

be more affected by such clusters

Contributions

* We explore spatial dependency between states / counties of the U.S. and spatial impacts of socio-
economic factors in the frequency of data breaches.

« This exploration is carried out with a dataset combining data breach risk data with geo-graphical
information and socio-economic data, the combination that has not been used in the literature

rPoOsSTECH
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Methodology

Moran’s | (Anselin, 1995; Darmofal, 2015)

* Global Moran’s |

= Asingle value that measures global spatial autocorrelation (-1 <1 < 1)

_N X 2?21 wijVi-»j-¥)
S TN (i-y)?

= ]

the sum of the weights, y; is observation at i*" region

— I = 1: similar values within the region

— I = —1: dissimilar values within the region

— I = 0: no spatial autocorrelation exists over all areas

* Local Moran’s |

, Wwhere w;; is an element of N x N weight matrix with N as the number of regions, S is

= Asingle value that measures local spatial autocorrelation of single region (-1 < I; < 1)

= I = 20wy (% — ¥)(y; — ¥), where J; is the neighborhood set of area

= Each region can be defined as a hot or cold spot depending on neighboring regions

Region Neighbor
High-High(HH) Higher High
High-Low(HL) Higher Low
Low-High(LH) Lower High
POSTERECH Low-Low(LL) Lower Low

-> Local Moran’s | identifies local cluster/spatial outliers

© Kwangmin Jung (POSTECH)
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Methodology

Spatial Weight Matrix (W) (Fischer and Wang, 2011)

* It designs the way to impose weights between adjacent regions
* There are several ways to construct a spatial weight matrix (defining the concept of contiguity)

* We use the Queen contiguity to model possible adjacent sources of autocorrelation

. Adjacent

|:| Not adjacent

Bishop Queen

Spatial panel regression (Elhorst, 2014)

* Spatial Autoregressive Model (SAR) considers endogenous interaction effects

* Spatial Error Model (SEM) considers potential impacts of those variables in the error term

* Spatial Autoregressive Combined Model (SAC) offers both endogenous and error interaction effects
by incorporating the spatial autocorrelation in the response variable and the spatial correlation with

latent factors

rPoOsSTECH
© Kwangmin Jung (POSTECH)



AIRM Methodology and Data Description
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Methodology

Spatial panel regression (Elhorst, 2014)

* Spatial Autoregressive Model (SAR) considers endogenous interaction effects
* Spatial Error Model (SEM) considers potential impacts of those variables in the error term
* Spatial Autoregressive Combined Model (SAC) offers both endogenous and error interaction effects

by incorporating the spatial autocorrelation in the response variable and the spatial correlation with

latent factors
SAR SEM SAC
m
N Vit =xit1€+lli + &+ uge Vit =P2Wik)’kt+xitﬂ+ﬂi+ft+uit
e . - . . k=1
Yit =P Z WikYie + XueB + 1 +$¢ + €4t Wy = AZ Wi + €t N
=1 =1 Ujr = /12 mjuie + €

j=1

where y;, &; are spatial specific effects that control for all time-invariant variable or spatial-invariant variable

rPoOsSTECH
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Data description

Empirical cyber risk data

* Data provider: Privacy Rights Clearinghouse (PRC)
e Sample size: 9,034 from 2005 to 2019
* Provided information: Year of breach, Date made public, State, City, Latitude, Longitude, Breach

type, Industry type, Total records, Company, Description of incident, Information source

* Types of data breach

Type Summary Type Summary

CARD Debit/credit card fraud PORT Loss of portable device(s)
HACK Hacking by outside/malware STAT Stationary computer loss
INSD Insider of the organization DISC Unintended disclosure of data
PHYS Physical damage/loss UNKN Unknown

* Types of organization

Type Summary Type Summary
BSF Financial services GOV Government, utility
BSR Retailers MED Healthcare/medical service provider
BSO Other businesses NGO Non-profit organization
EDU Educational institution UNKN Unknown
rPoOsSTECH
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Data description

Empirical cyber risk data
* Data provider: Social Determinants of Health (SDOH)
* Collected information: Population, Income, Wholesale, Retail, Finance, Education, Administrative,

Armed forces

* Variables used in the study

Variable Description

Population Population of region

Income ($) Per capita income (in dollars, inflation-adjusted to file data each year)

Wholesale (%) Percentage of the employed working in wholesale trade

Retail (%) Percentage of the employed working in retail trade

Finance (%) Percentage of the employed working in finance and insurance, real estate, and rental and leasing
Education (%) Percentage of the employed working in educational services, and healthcare and social assistance

Administrative (%) Percentage of the employed working in public administration

Armed forces (%) Percentage of the employed working in armed forces

rPoOsSTECH
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AIRM Methodology and Data Description
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Data description

Summary statistics (County-level)

Mean Std Min Median Max
Breach frq (State-level) 7.92 15.67 0.00 3.00 164.00
Breach frq 0.14 1.23 0.00 0.00 154.00
Population 98,191.14 314,909.20 41.00 26,003.00 10,105,720.00
Income ($) 23,773.12 6,323.85 5,327.00 23,126.50 72,832.00
Wholesale (%) 2.46 1.21 0.00 2.37 30.56
Retail (%) 11.44 2.46 0.00 11.53 41.67
Finance (%) 4.64 1.95 0.00 4.33 22.82
Education (%) 22.83 4.67 2.02 22.49 52.65
Administrative (%) 5.80 3.34 0.00 4.87 48.33
Armed forces (%) 0.32 1.66 0.00 0.05 81.25

rPoOsSTECH
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Empirical Results

Aspect 1 : Spatial loss clusters

Global Moran’s |

Year State-level spatial statistics County-level spatial statistics
2005 -0.046 0.076***
2006 -0.021 0.130***
2007 -0.005 0.096***
2008 -0.047 0.071***
2009 0.053 0.088***
2010 -0.025 0.164***
2011 -0.024 0.167***
2012 0.036 0.192***
2013 -0.025 0.185***
2014 -0.032 0.033***
2015 -0.016 0.234***
2016 -0.048 0.290***
2017 -0.035 0.196***
2018 -0.072 0.018**
Entire period -0.029 0.170***

"Note: * ** and ***, indicate significance level of 10%, 5%, and 1%.

State-level spatial dependency

County-level spatial dependency

Moran's || —0,029 {isolates in weights are removed)

lagged freq_all
f

o

freq_all

lagged freq_all

Moran's I 0,170 {izolates
n
W

~

il

=

@
™

27
L

in weights are removed)

freq_all

rPoOsSTECH
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There is no statistical
evidence on spatial
dependency across states.

There is a significant
evidence on the
dependency across
counties at the 1%
significance level.

Relatively more exposed
counties and less exposed
counties are clustered
respectively.
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Aspect 1 : Spatial loss clusters

Local Moran’s |

» Northern states (part of mid-
west and west divisions)
overall tend to be less

State-level exposed to data breach

60 8 | events, categorized as low-

Not Significant (43)
B Hioh-High () low areas at the state-level.

High-Low (2)
| Low-High (0) * Texas and Colorado states

B Low-Low (1) are found to be high-low
areas (more exposed to
data breaches, whereas
their neighbors are less

= , g exposed).
: = A v ‘;
= (- - ] *A
. , » West and east coast
J " i : .
County-level (.. D T =, e regions are more exposed
Not Significant (2891) gy $ to data breach events at the
I High-High (117) ¥ county-level.

High-Low (57)
[ Low-High (66)
W Low-Low (2)

rPoOsSTECH
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Aspect 2 : Spatial socio-economic drivers on cyber risks

Spatial panel analysis on all counties

Dependent variable: Data breach event frequency at the county level

OLS SAR SEM SAC

Constant -5.140%*** -5.592%** -5.594*** -5.545%**
(0.493) (0.504) (0.504) (0.502)

In (Population) 0.223*** 0.223*** 0.223*** 0.222%**
(0.008) (0.008) (0.008) (0.008)

In (Income) 0.359*** 0.405*** 0.405%** 0.401***
(0.048) (0.050) (0.050) (0.049)

Wholesale -2.350%*** -2.505*** -2.509%** -2.508***
(0.813) (0.813) (0.813) (0.808)

Retail -5.209%** -5.159%** -5.155%** -5.096***
(0.409) (0.409) (0.409) (0.407)

Finance 4.679** 4.384*** 4,388*** 4.436***
(0.591) (0.594) (0.594) (0.591)

Education -0.918%** -0.875*** -0.875%** -0.878***
(0.207) (0.207) (0.207) (0.206)
Administration 0.785** 0.786** 0.786** 0.788**
(0.309) (0.309) (0.309) (0.308)

Armed force -2.121 % -2.169%** -2.171%* -2.173%*
(0.632) (0.632) (0.632) (0.629)

(Spf;tial ) -0.005 ) -0.129*
autocorrelation) (0.011) (0.050)
(Spatigl error - - 0.002 0.125™
dependency) (0.011) (0.047)

Loglikelihood -37,910.13 -37,895.69 -37,895.77 -37,892.46

AIC 75,838.26 75,825.39 75,825.54 75,820.92
Adj R? 0.078 0.080 0.080 0.077
Observation 21,931 21,931 21,931 21,931

“Note: We take the transformation of natural logarithm for two continuous variables (population and income). *, **,
and *** indicate significance levels of 10%, 5%, and 1%, respectively.

rPoOsSTECH
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Population and average
income level of a county are
positive and significant at
the 1% confidence level.

Financial industry and
public administration sector
are positive and significant
in explaining the data
breach frequency.

The other industries
(wholesale, retail, education
and armed force) are
negative and significant.

Spatial coefficients of the
SAC are all significant
(interpretation in the next
slide).
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RESEARCH GROUP

Aspect 2 : Spatial socio-economic drivers on cyber risks

Spatial panel analysis on all counties

Spatial effects of the SAC model

Direct effect Indirect effect Total effect
In (Population) 0.223 -0.026 0.197
In (Income) 0.402 -0.047 0.356
Wholesale -2.515 0.293 -2.222
Retail -5.110 0.595 -4.515
Finance 4.448 -0.518 3.930
Education -0.880 0.103 -0.778
Administration 0.790 -0.092 0.698
Armed force -2.179 0.254 -1.925
» Population and average income level » Financial industry and public administration
of a region have positive direct sector also have positive direct effects,
effects, but negative indirect effects but negative indirect effects
—> A county with large population or - Counties with higher proportion of the
high income is more likely to be financial industry or public administration
exposed to data breach events itself, sector tend to be more exposed to data
however, neighboring regions may breach events themselves, but to have less
have less likelihood of such events spatial impacts on neighboring regions

rPoOsSTECH
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Aspect 2 : Spatial socio-economic drivers on cyber risks

Spatial panel analysis on California

Decp)igdent variable: Dat;:;each event frequeSnEcl\)//I at the county Ievg;\c . Population and average
Constant -33.523%+ -39.196*+ -35.564%+ -44.815*+ Incqme level Qf a.c':ounty are
(8.708) (8.646) (8.684) (8.127) positive and significant at
. 1.898% 1.923%+ 1.919%+ 1.851%x 0 ;
In (Population) (0.130) (0.128) (0.130) 0.122) the 1% confidence level.
In (Income) 2.490% 3.058% 2.693* 3.708% _ o _
(0.818) (0.832) (0.819) (0.750) « Financial industry is
-112.40%* -112.51 % -115.33% -109.30%+ . Ry
Wholesale (21.014) (21.666) (21.710) (20.157) negative and _S|gn|f|cant,
Retail -36.668*** -35.485%* -36.750%** -28.412%% whereas public
(8.677) (8.471) (8.487) (7.892) administration sector is
. -38.516%+ -45. 725 -43.398%+ -47.938*+ " -
Finance (10.362) (10.504) (10.569) (©.767) positive but insignificant.
Education -18.935++ -18.853%+ -18.57 1%+ -20.444%%
(4.944) (4.816) (4.858) (4.411) ° The Other |ndustr|es
Administration 1039 1310 0.964 3343 (wholesale, retail, education
(3.944) (3.838) (3.850) (3.578) , ’
Armed force -43.695+ -38.714% -41.497% -44.381%+ and armed force) are
(18.294) (17.924) (17.991) (16.083) negative and significant.
(Spf;tial ) -0.121* ) -0.531%+
. (0.065) (0.096) . .
autocorrelation) » Spatial coefficients of the
A *kk H H
(Spatial error ] ] (387761) %1326) S_AC are al! S|gn|f|cant
dependency) ' ' (interpretation in the next
Loglikelihood -996.511 -990.243 -991.607 -986.080 lid
AIC 2,011.023 2,014.486 2,017.215 2,008.159 slide).
Adj R? 0.479 0.506 0.500 0.473
Observation 406 406 406 406

Note: We take the transformation of natural logarithm for two continuous variables (population and income). *, **,
and *** indicate significance levels of 10%, 5%, and 1%, respectively.
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AIRM Empirical Results
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Aspect 2 : Spatial socio-economic drivers on cyber risks

Spatial panel analysis on California

Spatial effects of the SAC model

Direct effect

Indirect effect

Total effect

In (Population) 1.957
In (Income) 3.920
Wholesale -115.563

Retail -30.039
Finance -50.684
Education -21.615

Administration 3.535

Armed force -46.923

-0.748
-1.499
44.183
11.485
19.378
8.264
-1.351
17.940

1.209
2421
-71.380
-18.554
-31.306
-13.351
2.183
-28.923

» Population and average income level
of a region have positive direct
effects, but negative indirect effects

—> A county with large population or
high income is more likely to be
exposed to data breach events itself,
however, neighboring regions may
have less likelihood of such events

rPoOsSTECH

Financial industry has negative direct
effects, but positive indirect effects

- Counties with higher proportion of the
financial industry tend to be less exposed to
data breach events themselves, but to have
higher spatial impacts on neighboring

regions

© Kwangmin Jung (POSTECH)
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Aspect 2 : Spatial socio-economic drivers on cyber risks

Spatial panel analysis on Hacking risk type

Dependent variable: Data breach event frequency at the county level

OLS SAR SEM SAC

Constant -3.088*** -3.066%** -3.067*** -3.043%+*
(0.273) (0.279) (0.279) (0.278)

In (Population) 0.097#*** 0.097*** 0.097*** 0.097#***
(0.004) (0.004) (0.004) (0.004)

In (Income) 0.245%** 0.243*** 0.243*** 0.242%**
(0.027) (0.027) (0.027) (0.027)

Wholesale -1.647*** -1.635%** -1.637*** -1.646***
(0.450) (0.450) (0.450) (0.448)

Retail -2.403*** -2.408*** -2.407*** -2.378***
(0.227) (0.227) (0.227) (0.226)

Finance 1.978%*= 1.989*** 1.990%** 2.021%*=
(0.327) (0.329) (0.329) (0.328)

Education -0.451%** -0.457*** -0.457*** -0.460***
(0.114) (0.115) (0.115) (0.114)
Administration 0.374** 0.371** 0.371* 0.373*
(0.171) (0.171) (0.171) (0.170)

Armed force -1.169*** -1.164%** -1.164*** -1.169***
(0.350) (0.350) (0.350) (0.348)

(Spf;tial ) -0.005 ) -0.134*
autocorrelation) (0.011) (0.058)
(Spatigl error ~0.000 0.128"
dependency) (0.011) (0.054)

Loglikelihood -24,942.42 -24,937.05 -24,937.17 -24,934.32

AIC 49,902.83 49,908.1 49,908.33 49,904.64

Adj R? 0.056 0.057 0.057 0.054

Observation 21,931 21,931 21,931 21,931

Note: We take the transformation of natural logarithm for two continuous variables (population and income). *, **,
and *** indicate significance levels of 10%, 5%, and 1%, respectively.

rPoOsSTECH
© Kwangmin Jung (POSTECH)

Population and average
income level of a county are
positive and significant at
the 1% confidence level.

Financial industry and
public administration sector
are positive and significant
in explaining the data
breach frequency.

The other industries
(wholesale, retail, education
and armed force) are
negative and significant.

Spatial coefficients of the
SAC are all significant
(interpretation in the next
slide).
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RESEARCH GROUP

Aspect 2 : Spatial socio-economic drivers on cyber risks

Spatial panel analysis on Hacking risk type

Spatial effects of the SAC model

Direct effect

Indirect effect Total effect

In (Population) 0.097
In (Income) 0.242
Wholesale -1.651

Retail -2.385
Finance 2.028
Education -0.461
Administration 0.374
Armed force -1.173

-0.012 0.085
-0.029 0.213
0.200 -1.451
0.289 -2.096
-0.246 1.782
0.056 -0.405
-0.045 0.329
0.142 -1.031

» Population and average income level
of a region have positive direct
effects, but negative indirect effects

—> A county with large population or
high income is more likely to be
exposed to data breach events itself,
however, neighboring regions may
have less likelihood of such events

rPoOsSTECH

» Financial industry and public sector have
positive direct effects, but negative
indirect effects

- Counties with higher proportion of the
financial industry or public administration
tend to be more exposed to hacking events
themselves, but to have less spatial
Impacts on neighboring regions

© Kwangmin Jung (POSTECH)
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Conclusion

Research questions

1) Do data breaches have a spatial pattern in the U.S.? »

v" There is no statistical evidence on spatial
dependency across states.
v' At the county-level, spatial autocorrelation exists.

v'Larger or richer counties can be more exposed to

data breach events themselves, but their neighboring

counties may less experience such events.

Counties next to larger or richer counties in California

are less likely to be exposed to data breach events.

v' Counties adjacent to richer counties tend to more
experience hacking events.

Further implications

* Businesses in a region with relatively large population or high-income level may need to be more regulated with respect
to cybersecurity enhancement.

2) What socio-economic factors address the occurrence v
of data breaches?

+ Financial industry concentrated regions (i.e., local-level financial hubs) or those with critical public infrastructures (or
governmental agencies) should be incentivized to enhance cyber risk management.

rPoOsSTECH
© Kwangmin Jung (POSTECH)
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What trends(factors) will shape the insurance industry in the future?

Global Insurance
Mega Trends

Insurance industry have radically changed in the last decades,
especially Financial and Covid crisis period.

Several megatrends are shaping for insurance industry.
The insurance industry is undergoing a perfect storm.
VUCA (Volatility, Uncertainty, Complexity, Ambiguity).

Storm Clouds and Silver Linings.




l. Introduction: Global Insurance Trends
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1. Understanding Global Insurance Mega trends

**» Macro Economic Factors

Globalization: China continues to gain market share in total global premiums.

« The global insurance market continues to consolidate around the US, China and Japan.
These were again the world's top three insurance markets by size in 2020, together accounting
for almost 58% of the global market, higher than one year ago (2019: 56%).

« China continues to take a growing share, reaching 10.5% of the global insurance market last year

« The rapidly growing Asia region is growing increasingly dominant, with six markets in top 20
ranking and about a 25% market share in 2020. (China, Japan, Korea, India, Taiwan, Hong kong)

« The market share of the top 20 countries also rose slightly to 90.7% in 2020 from 90.5% in 2019.

- We expect emerging markets to continue to outpace advanced markets and Asia to outperform
other regions, with the ongoing shift in economic power from west to east reflected in
the source of global premium growth.



1. Understanding Global Insurance Mega trends

»» Globalization (Shift to Asia)

Rank Country Total premium volumes (USD millions) Global market share
2021 2020 % change 2021 2020
! us 2718 699 2515 358 8.1% 39.6% 40.0%
2 China 696 128 655 865 6.1% 10.1% 10.4%
? Japan 403 592 414 475 -2.6% 5.9% 6.6%
4 UK 399 142 341950 16.7% 5.8% 5.4%
° France 296 380 238 998 24.0% 4.3% 3.8%
¢ Germany 275779 260 322 5.9% 4.0% 4.1%
! South Korea 193 008 190 085 1.5% 2.8% 3.0%
s Italy 192 481 172704 11.5% 2.8% 2.7%
’ Canada 161 289 139243 15.8% 2.4% 2.2%
10 India 126 974 111 911 13.5% 1.9% 1.8%
" Taiwan 113 423 113 304 0.1% 1.7% 1.8%
2 Netherlands 92 986 88 004 5.7% 1.4% 1.4%
" Spain 73571 67220 9.4% 1.1% 1.1%
" Australia 72 576 62 825 15.5% 1.1% 1.0%
" Hong Kong 72227 72 940 -1.0% 1.1% 1.2%
" Ireland 64 696 49 282 31.3% 0.9% 0.8%
" Brazil 62 082 57900 7.2% 0.9% 0.9%
' Switzerland 57 793 57 081 1.2% 0.8% 0.9%
" South Africa 51215 41110 24.6% 0.7% 0.7%
2 Luxembourg 48 287 36 902 30.9% 0.7% 0.6%
Top 20 markets 6172328 5687478 90.0% 90.4%
World 6860598 6291834

source: Swiss Re, Sigma 4/2022 Wor Id insurance



l. Introduction: Global Insurance Industry

. Il Health I PRC M Life
Premium g FOWLh rebounded in 2021 after slowing in 2020.

—l
»

Global insurance gross premiums written, $ billions 4.0%p-a CAGR, %
4.1%p.a2 5,987 201621
- 5421

4932 5,57

3878
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1909

2,454

1,700 S5
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Premium : The impact on the insurance industry was noticeable in 2020, due to
the COVID-19 crisis , premium growth slowed to approximately 1.2
percent (compared with more than 4 percent per year between 2010
and 2020). Significantly, life insurance global premiums declined by
4.4% over 2019 to 2.8 trillion USD in 2020. The global non-life

insurance premiums rose by 1.5% in 2020.

source: Mckinsey & Company, Creating finding focus: Global Insurance Report 2022 5



l. Introduction: Global Insurance Industry

Il Health B P&C M Life

Ind ustry profitS increased in 2021 after a dip in 2020. >
4.8%p.a. CAGR, %
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Profit : Profits fell by about 15 percent from 2019. The
decline was sharpest in Asia—Pacific (down 36 percent)
and was particularly driven by falling profits in life.

source: source: Mckinsey & Company, Creating finding focus: Global Insurance Report 2022



l. Introduction: Global Insurance Industry

Top Countries By Total Insurance Premiums Per Capita And Percent Of Gross
Domestic Product (GDP), 2021

) ) ) ) Non-life Non-life
Ranking Country Total business Life business ) Ranking Country Total business Life business
bussiness bussiness
1 Cayman Islands 19177 1,498 17,680 1 Cayman Islands 210 16 194
2 Hong Kong 9,556 8,433 1,123
2 Hong Kong 14.8 11.6 32
3 United States 8,193 1,837 6,356
3 Taiwan 14.5 1.3 131
4 Denmark 7,746 5,803 1,944
5 Macao 6,892 6,329 563 4 South Africa 12.2 10.0 2.2
6 Singapore 6,742 5,414 1,327 5 United States 11.7 2.6 9.1
7 Switzerland 6,610 2,866 3,744 6 Denmark 114 85 29
8 Ireland 6,063 4,183 1,881 7 United Kingdom 11.1 8.9 2.9
9 Finland 5,600 4,571 1,029 8 South Korea 10.9 58 55
10 L b 5,585 3,267 2,318 .
wrembontg 9  Finland 103 8.4 19
11 Netherlands 5,301 805 4,497
10 France 9.5 6.1 34
12 United Kingdom 5273 4,234 1.039
) 11 Singapore 9.3 7.5 1.8
13 Taiwan 4,804 3,772 1,032
14 Sweden 4,597 3,478 1,119 12 Italy 9.1 6.9 2.2
15 Norway 4,406 2,852 1,554 13 Netherlands 9.1 14 7.7
16 Canada 4,217 1,697 2,520 14 Japan 8.4 6.1 2.2
17 France 4,140 2,654 1,486 15 Canada 8.1 33 48
18 South Korea 3,735 1,971 1,764 16 Bahamas 79 18 6.1
19 Germany 3,313 1,321 1,992
17 Sweden 7.6 5.8 5.8
20 Italy 3,253 2,467 785
18 Namibia 71 5.1 2.0
21 Japan 3,202 2,347 855
source: _ world 874 382 492 19 Switzerland 7.1 3.1 4.0




Il. Literature Review

 Get the Balance: Growth, Profitability & Safety

The impact of firm growth on profitability

D'Arcy & Gorvett (2004), (High) growth can be harmful to profit and safety, growth might also
deteriorate profitability and safety while loosening the underwriting discipline.

Greene & Segal (2004), Empirical evidence for the relation between cost (in)efficiency and
profitability. They document that larger life insurers have superior cost efficiency, which
consequently improves profitability.

Davidsson et al. (2009), Growth can also help firms establish a stronger market position (e.g.,
through scale economies), and thus, increases profitability.

Barth & Eckles (2009),Theory and empirical evidence for the relation between firm growth and
loss ratios. Moderate growth driven by increasing price levels reduces the loss ratio, on average,
thereby yielding a positive impact on profitability.

Eling et al. (2017), They summarize that the impact of firm growth on profitability is non-linear

(inverted U-shape). Both extremely low (negative) and high firm growth are potentially harmful
to profitability.



Il. Literature Review

« Get the Balance: Growth, Profitability & Safety

The impact of firm profitability on safety

Bowman (1982), Theoretical foundation for the risk-seeking behavior of relatively low
profitability firms. In the lower the actual return situation, the impact of profitability on safety
is negative. Firm below profit target: mgt is risk-seeking to increase profitability.

Fiegenbaum (1990), Review of the implications of prospect theory at the organizational level.
When the actual return of a firm is relatively high, the impact of profitability on safety is
positive. Firm above profit target: mgt is risk-averse to increase safety(profitability).

Cummins and Sommer(1996), Shim(2010), Low capitalized insurers tend to take more risk than
high capitalized firms because of regulatory pressure and market discipline.

The impact of firm safety on growth

Liselotte and J. Wagner(2019), Regarding the German insurance market, their results suggest
a positive and significant relationship between growth and profitability and
a negative significant one between the safety(solvency)level and profitability(ROE).

Eling et al (2017), Get the Balance Right. They summarize existing arguments on the
relationships among growth, profitability, and safety. The review results suggest reciprocal and
nonlinear relationships as their theoretical framework predicted.



Empirical Result : Rating

Growth (20]

Growth(Premium])

(N premium/N-1 premium) -1] * 100

A++: 6.0, A+: 4.3

Growth(Capital)

[[N Capital/N-1 Capital] -1] * 100

A++: 6.0, A+: 4.8

Efficiency (20]

Combined Ratio

Loss Ratio + Expense ratio

A++:101.8, A+:104.1

Net Investment Ratio

Investment Income/Premium

A++: 13.5, A+: 10.0

Profitability (20)

Return On Premium

Current Profit/Premium

A++:10.4, A+: 9.3

Safety (20]

Return On Equity Current profit/Capital A++: 9.7, A+: 13.8
Solvency Ratio premium/Capital A++: 0.7, A+: 1.0
Liabilitu/Capital Ratio Liability/Capital A++: 1.1, A+: 1.8

Liquidity (20]

Working Assets/Liability

Working Assets/Liability

A++:171.9, A+:139.3

Total Cash Flow Ratio

Total Income/Total Expense

A++:103.8, A+:100.9




Ill. Empirical Result : Rating

Growth(Premium) Korea: 6.27, Japan: 2.13, USA: 3.27 A++: 6.0, A+: 4.3
Growth (20]
Growth(Capital) Korea: 4.72, Japan: 3.57, USA: 4.24 A++: 6.0, A+: 4.8
. Combined Ratio Korea: 102.16, Japan: 99.30, USA: 100.17 A++:101.8, A+:104.1
Efficiency (20] .
Net Investment Ratio Korea: 7.91, Japan: 7.36, USA: 9.77 A++: 15.5, A+: 10.0
o Return On Premium Korea: 3.60, Japan: 4.36, USA: 9.27 A++: 10.4, A+: 9.3
Profitability [20) )
Return On Equity Korea: 9.64, Japan: 4.93, USA: 6.81 A++: 9.7, A+: 13.8
Solvency Ratio Korea: 2.65, Japan:1.27, USA: 0.76 A++: 0.7, A+: 1.0
Safety (20] - . .
Liability/Capital Ratio Korea: 6.35, Japan: 3.86, USA: 1.57 A++: 1.1, A+: 1.8
Liquidity (201 Working Assets/Liability Korea: 141.82, Japan: 114.65, USA: 145.97 A++:171.9, A+:139.3
iquidity
Total Cash Flow Ratio Korea: 87.77, Japan: 102.2, USA:117.7 A++:103.8, A+:100.9




Ill. Empirical Result: Rating

Result of Score

14.10

17.87 13.40 10.44 16.71 12.52

Korea: Growth - Strongest
Liquidity > Efficiency- Very Strong
Profit > Safety - Favorable

JAPAN 9.50 14.76 9.27 14.68 16.92 64.73

Japan: Liquidity - Strongest
Safety > Efficiency - Very Strong
Growth > Profit - Marginal

USA: Liquidity > Safety > Efficiency > Profit - Strongest
Growth - Favorable

USA 12.52 16.30 15.93 17.48 18.49 80.20




Ill. Empirical Result: Rating

Comparing Insurers score

Lidudity ~~

Safety Profit
—KOREA —JAPAN —USA

Efficiency

Mitsui




Ill. Empirical Result: Panel Model

+*»* Panel Analysis and Variables

Global Insurance

and explanatory variable

Null hypothesis | No correlation between subject effect

P-value < 0.05 select Fixed-effect model

P-value > 0.05 select Random-effect model

Area(USA, JAPAN, KOREA)
Year(2010~2019)
Profit(Net Profit), Growth(Premium), Safety(Solvency)

Growth1(Premium), Growth2(Capital), profit2(Investment Profit) Liabilities,
Size(Asset), Safety1(Liabilities/Cap), safety2(Solvency)

Cross-section data
Time-series
Dependent variable

Independent variable



Empirical Result: Panel

1) Profit(Dependent Variable: Net Profit)

variables One-Way Model Two-Way Model
Fixed Random Fixed Random
intercept 27.38 5764.49 -6537.77 12851.92
Growth1 0.04 0.06 -0.04 0.05
Growth?2 0.24 0.24 0.25 0.24
Profit2 2.22* 1.63* 1.95 1.44*
Liabilities -0.34 -0.31 -0.16 -0.26
Size 0.07 0.05 -0.002 0.03
Safety1 12365.08* 11512.16* 7892.54 10337.27*
Safety?2 -14397 -17445.2* -2815.06 -18320*
Hausman 1.48 2.02
Test (p=0.98) (p=0.96)
R-square 0.94 0.73 0.95 0.93
Root MSE 7090.2 7009.3 8755.1 7109.0

Safety1=Liabilities/Capital

* : Significant Leve: 5%




Empirical Result: Panel

2) Growth(Dependent Variable: Premium)
One—Way Fixed Model

Variable DF Estimate Standard t Value | Pr > |t
Area(USA) 1 -121638 | 581435 | -2.09 | 0.0494 |
Area(KOREA) 1 41628.99 20849.7 2 0.0597
Area(JAPAN) 0
Intercept 1 -17413.5 19425.3 -0.9 0.3807
Growth2(Capital) 1 0.242657 0.2657 0.91 0.372
Profit1 1 0.108609 0.3505 0.31 0.7599
Profit2 1 0.501524 1.4049 0.36 0.7248
Liabilities 1 0.531865 0.3107 1.71 0.1024
Size 1 -0.05635 0.2407 -0.23 0.8173
Safety1 1 -16643 9168.1 -1.82 0.0845
Safety2(Solvency) 1 25336.57* 12354.4 2.05 0.0536

Hausman Test m=10.43 ( p=0.005)

R-square = 0.9628 Root MSE = 11923.6, R-square = 0.9976

Root MSE =12283.9, *: Significant Leve: 5%




Empirical Result: Panel

3) Growth(Dependent Variable: Premium)
Two—Way: Random Model

Variable DF | Estimate | Standard | t Value |Pr > |t|
Intercept 1 | -32077.1| 14383 | -2.23 |0.0363
growth?2 1 10.059017 | 0.2811 0.21 | 0.8357
profit1 1 10.153443| 0.3669 | 0.42 |0.6799
profit2 1 | -0.50481 | 0.9611 | -0.53 | 0.6047
debt 1 10.096948 | 0.2597 | 0.37 |0.7125
size 1 10.236417 | 0.2262 | 1.05 |0.3074
Safety1 1 | -4668.01 | 7800.4 | -0.6 |0.5557
Safety?2 1 |25540.44% 13364.7 | 1.91 | 0.0691
Hausman Test m=2.78 ( p=0.904)
R-square = 0.9976 Root MSE =12283.9, *: Significant Leve: 5%




Empirical Result: Panel

4) Safety(Dependent Variable: Solvency)

Two-Way Model

variables One-Way Model
Fixed Random Fixed Random
intercept 0.648578 0.552055
Growth1 5.50E-06 4.81E-06
Growth2(Cap) 8.80E-06* 8.24E-06*
Profit1 0.00001* -8.79E-06
Profit2 0.000044* 0.000045*
Liabilities -7.32E-06 -8.93E-06
Size -1.96E-06 -5.94E-07
Safety1 0.47481* 0.494357*
Hausman 1.36 10.85
Test (p=0.987) (p=0.054)
R-square 0.724 0.97
Root MSE 0.181 0.161

* : Significant Leve: 5%




V. Conclusion- Implications

** Impact of Growth on Profit
* No direct relationship between growth and profit.

 Relationship between Profit and Investment returns: We find a positive and significant
relationship between net profit and investment returns. Net profit mainly comes from
investment gains not underwriting income.

 Relationship between profit and safety exist: We find a negative and significant relationship
between profit and solvency while increasing capital level reducing solvency ratio.

« We can infer that (high) growth can be harmful to profit and safety, growth might also
deteriorate profitability and safety while loosening the underwriting discipline (D'Arcy &
Gorvett, 2004; Barth & Eckles, 2009).



V. Conclusion- Implications

** Impact of Growth on Safety

- Relationship between safety and growth: We find a positive and significant relationship
between solvency(S2) and premium growth(G1). Premium growth might deteriorate safety
while increasing solvency ratio.

- Relationship between safety and profit: We find a positive and significant relationship

between Solvency(S2) and Investment income(P2). Profit(investment income) might improve
safety level while increasing capital gain and reducing solvency ratio.

LR PR

Investment Income > Underwriting Profit




V. Conclusion- Implications

** Implications: Balancing growth, profit and safety.

We provide prior studies and empirical framework to analyze the tradeoffs between three
fundamental goals of business: growth, profitability, and safety.

Analyzing 3 main insurance industries over ten years with panel analysis models, we show
that growth and profit increase safety; however, no direct relationship exists between growth
and profitability.

We can infer that (high) growth can be harmful to profit and safety, growth might also
deteriorate profitability and safety while loosening the underwriting discipline

The prioritization of business goals also depends on the state of the market and insurers’
objectives. In line with insurance industry considerations, many organizations in emerging
markets focus on growth, while profitability is often more important in mature markets.

During economic crises, safety might have a higher priority, while profitability and growth
become more dominant in booming times.



Thanks for your attention!

Busan is Good!

Insurance is Good!!




(optimal) Healthcare expenditure
and health insurance demand under a
two-argument utility



Motivation

* Health 1s considered as an “irreplaceable good”
(Cook and Graham,1977; Courbage and Rey,
2007; Menegatti, 2009; and Denuit et al., 2011)

* Health insurance considers both health and
wealth risks.
- In this study, two-argument utility, u(C,A) Is
considered.



Motivation

* |s healthcare a normal good?

* |s health insurance a
normal good?

- under DARA, as 1s well
Known, Insurance IS an
Inferior good and can be a
Giffen good. But...




Summary of Findings

 Healthcare can be either a normal or an
Inferior good.

 Health insurance can be a normal good even
under DARA.

* The deterioration in health may not always
higher healthcare expenditure and health
Insurance demand.



Literature Review

* Two-argument utility

- self-protection: Courbage and Rey (2007),
Eeckhoudt, Rey, and Schlesinger (2007),
Menegatti (2014), Liu and Menegatti (2019a,
2019Db), and Peter (2021), Hong and Kim (2022)

- self-insurance: Hong and Kim (2021)
- self-insurance & self- protection : Lee (2005)
- optimality of full insurance: Lee (2007)



Benchmark model: one-argument utility

case
Max
x,/
st. O={+A1)pl

U=(1-pu(y—0)+pu(y-0-x+I1-D+R(x) (1)

Lemmal. [one-argument utility]

(1) The optimal healthcare expenditure is determined where R'(x**) = 1. The optimal
indemnity 1s determined where

u(y—Q—x**+1**—D+R(x**)) (1-p)l+4)

. (3)
u'(y—0) 1—(1+A)p

and O =(1+ A)px **,
(2) The optimal insurance is no insurance 1f

u{y—x**—D+R(x*%)) =i (1+ A)1- p)

< . 4
w'(v) 1-{l+A)p @)



Benchmark model: one-argument utility
case

(3) In the case of R(x**)< D, the optimal insurance 1s partial (full, over) insurance if

u'ly—0-D+ R(x*¥)) (= }}[1+.§l}{| —p)

,(5)
u'ly—=0) I-(l+A)p

where Q=(1+A)px**,

In the case of R(x**)> D, the optimal insurance is partial insurance.

Lemma 3. [two-argument utility] Suppose that the insurance premium is actuarially fair,

(1) The optimal insurance is no insurance if u-(y—x,h—D 4+ R(x)) < u-(y, h),
where X i1s the value that maximizes V(x,I = 0).

(2) If ugy > (=,<)0 and R(X) <D, the optimal insurance is partial (full, over)
insurance, where X is the value that maximizes V(x,I = X).



Main model: two-argument utility case

« According to Richard (1975) and Eeckhoudt, Rey, and

: 0%u
Schlesinger (2007), uc4 = Py

 Crainich, Eeckhoudt, and Courtois (2014, 2017) define
absolute correlation aversion (ACA) In one good (i):

u;;j(C,A)

N u;(C,A)’

« Similarly, absolute correlation loving (ACL) in one
good (1) Is:

Uca < 0.

u;j(C,A)
uj(C,A) ’

Uca > ().



Main model: two-argument utility case

, d ( uij) _ Wijj Uil

: — |
dj Uj Uj Uj

uij uj Uj




Main model: two-argument utility case

Proposition 1. [two-argument utility]
(1) The optimal healthcare expenditure and indemnity are determined where

u Ay =0Q-x+1h=D+R(x))

R(x). (11
u-0-—x+Lh-DiRGy )

uAy—0Q-x+ILh=D+R(x)) (1-p)l+A)

= X (12)
u-(v—0,h) [—(l+A)p

and O=(1+A)pl.

(2) Let ¥ be the value that maximizes if’{:i'.f=lJ}. The optimal msurance 1s no
insurance if
iu'[{_1-‘—.}Jr—D+Rf.::}]EI:]—;J}[1+:{}_ (13)
v, ) 1-(1+A)p
(3) Let x be the value that maximizes V(x,I =x). The optimal insurance 1s partial
(full, over) insurance if

u-(v—0.h— D+ R(x)) {:{_1}}{1— pil+A) , (14)
u. (v —0.h) I=(1+A)p

where O=(l1+A)px.



Comparative statics

Lemma 4. [two-argument utility] Healthcare and
health insurance are the complements (substitutes)
In the sense of Edgeworth-Pareto if and only If:

ucc(y1'h1") Uca(y1%h1")
> 1
( uC()’1*»h1*)) o ( UA(Y1*»h1*)) ( 5)

duc(y1*h1)  duyg(yi*hy))
dy ady |
> 15
uc1*h1) T ug(1*h1))  (15)
y y




Comparative statics

Lemma 5. [two-argument utility] V;,, > (=, <)0, when the
following condition holds.

(1) In case that u-, > 0, the preference exhibits _
DARA-(CARA.,IARA.;) in Cand DARA,(CARA,, IARA,) in
C

(2) In case that u-, < 0, the preference exhibits _
DARA-(CARA.,IARA;) in Cand DACA-(CACA.,IACA.) in

A.
(1= p)(A+ Ay (o, h)
U, (yl*,hl*)

_ _HCC(y;?h) B _“Cc(yrah:) _ *
= ) ( R (1= p)A+A) pu,(y,,h) (18)

V;{..-* = _(l - p)(l + A/]*) PU (}’{;ak) +p”{:(‘ (y]*,hl*)




Comparative statics

Proposition 2. [two-argument utility] The impacts of an increase in wealth on healthcare
expenditure and health insurance demand are as follows:

(1) Suppose that u-4 > 0.
(1) Higher wealth leads to higher healthcare expenditure.
(11) Higher wealth leads to higher insurance demand i1f

(a) Vi,,” = 0, 0r

(b) V" < 0 and (—Zw) ~ (_M)

ucl(yo™.i) uclys* ")
(2) Suppose that u-4 < 0.
(1) Higher wealth leads to higher healthcare expenditure if

ucalyvi®ng")

= (teans)
ug(vi*hy)

(11) Higher wealth leads to higher insurance demand if

(_ ucc(yy"h 1*))

uc(yy*hy’)

(a) V;,,” = 0, 0r

(‘b:} L‘rf:u* :_:- U‘ (_2 H’CC[PG*'}]')) :} (_ ILCC'::}rlx’hl*}) Ellld

uclvg*.h) uc(yi*nhy")

(_ ucc(}’l*ﬂf}) - (_2 II-CA{Pix:hl*:])I

uc(yi*h1") ua(yi®hi")



Comparative statics

uCC()’1*;h1*)) _

Corollary 1. Health insurance is an inferior good if (— O )
c\1 1

_ Mecoh )) is sufficiently large and

uC(e;? L
1 — _ uCA(yl rhl ) - -
uc(y1*hs* )) ( uc(yl*,hl*)) Is sufficiently small.

Corollary 2. [two-argument utility] The impact of an increase in
premium on healthcare expenditure and insurance demand are as
follows:
(1)Higher premium leads to lower healthcare expenditure if and only if
( ucc(y1",hy )) > ( uca(y1',h ))

uc(y1*h1") ua(y1*he)
(2)Higher premium may lead to lower insurance demand If

Uccy1”h1) Ucc(¥o™,h)
( ey, e )) ( e (Vo' )) Is sufficiently large.




Comparative statics

Proposition 3. [two-argument utility] The impacts of an increment in health on healthcare
expenditure and health insurance demand are as follows:

(1) Suppose that u;4 > 0.

(1) Higher health leads to lower healthcare expenditure if
RS gt B P R P
(_ ”CC‘[.}J; L ]) > (HCA(TJ.* 13}) and (_HAA.(J’LK 1*3') - (HCA.{JIK J;})
uc(yi“hy) ua(yi®hy) ualy,™ny) uc(yy*hy )
(11) Higher health leads to lower health insurance demand if V;;,” = 0
y1 Ry 1R 1R 1R
(_ ttcc[_}t L }) > (HCA(:}'J.* 1}) and (_HAA.(TL:: 1*}) > (uc‘q.{}i 1))
uc(yi™hy) ualyi®hy) ua(yi®hy) uc(yi™hy )

(2) Suppose that u;-, < 0.

(1) Higher health leads to lower healthcare expenditure and health insurance
demand if V" < 0,

(_ ”CEE:}rlxrhlx}) < (_ uCA{.}"l*Jhixj) and (_ HAA(}’i*ﬁf}) > (_ “CA[}'lx-hi*:])

uc(yi*h’) ua(yi®hy) ua(yi*hy') uc(yith’)



Comparative statics

Corollary 3. Suppose that u-, < 0. Higher
health leads to higher healthcare expenditure and
lower health insurance demand if V;;,* <

ucc(1"h1") uca(y1*,h1")
< — ] and
O’( uC(Y1*;h1*)) _ ( us(y1*,hq ))

( uAA(Y1*»h1*)) <( uCA(J’l*JM*))
ua(y1*h) /) — uc1*h1™) /-




Specific utilities

7. u(y,h) = (y¥R¥) /(1 =), € (0,1) and y = 0, with
u(y, h) = In(y¥h'=¥), fory = 1.

_uccyh) _yy | A-yY) ucaly,h) _ Pp(A-y)
uC({'h))_ f +¢) v - oy _< ) .)(25)

LV v,h _ y(1-y)+ ucay,h _ 1— 1-y
us(y,h) h > uc(y,h) h (26)

—>(1) Healthcare is a normal good,
(2) If % + (1;/’) > 2 lp(ly_y),that is, Y(1—y) < % then health
Insurance is a normal good by Proposition 2. In this case, RRA> g

~(3) With an increase in health, healthcare expenditure and health
Insurance demand decrease by Proposition 3.




Specific utilities

2.u(y,h) = (ylphl_‘/’)l_y/(l —y),YeO1)andy > 1

_uccy,h) _ yy n (1-Y) ucay,h) _ Yp(-1) (27)

uc(y,h) y y > us(y,h) y
_uaayh) _vy@A-P)+y o uca(y,h) _ A-yP)(y-1)
= > = (28)
up(y,h) h uc(y,h) h

—> (1) Healthcare Is a normal good.

(2) If income y is sufficiently large and ¥ (y — 1) < 1, then
health insurance is also a normal good.

(3) With an increase in health, both healthcare expenditure
and health insurance demand decrease.



Specific utilities

a
[N

3. u(y,h) = —exp (exp( (C); + h))) co>0andc; > 0.

0

us(y,h)

—> (1) Health insurance is an inferior good by Corollary 1.

(2) Healthcare expenditure increases, and health insurance demand decreases
with an increase in health by Corollary 3.



Conclusion

- The optimal level of healthcare expenditure is determined by balancing the marginal
benefit of wealth and health in the health loss state.

- Partial, full, and over insurance can be optimal.
- Healthcare is a normal good
(i) ifanindividual is correlation loving,

(i) ifan individual is correlation averse and absolute risk aversion (ARA) in wealth is
greater than absolute correlation aversion (ACA) in wealth.

- Even though the preference exhibits DARA in wealth, health insurance can be a normal
good

(ili)  if the decrease in ARA due to an increase in wealth is small enough for the
correlation-loving preference,

(iv) if ARAin wealth is sufficiently larger than ACA in wealth and the decrease in ARA
due to an increase in wealth is small enough.

- ;Il'he deéerioration in health leads to higher healthcare expenditure and health insurance
eman

(v) if ACL in wealth is decreasing in both wealth and health and ARA in wealth (health) is
greater than ACL in wealth (health),

(vi) if ACA in wealth is decreasing in both wealth and health and ARA in wealth (health) is
greater than ACA in wealth (health).
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