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I. Introduction

We consider the dynamic funding of defined benefit pension plans based on the spread method for eliminating surpluses and deficiencies. Haberman & Sung (1994, 2002) have demonstrated a dynamic programming formulation for determining the contribution rate with an unconstrained structure for the case of a solvency valuation (i.e. short-term, winding-up valuation).

As noted by Dufresne (1988) and Owadally & Haberman (1999), the actuarial profession, in the UK and elsewhere, has a strong interest in pension funding process which uses the spread method for amortizing the actuarial surpluses/deficits including the initial unfunded liability over a moving term and, in particular, for considering the modelling of a time-varying economic environment. Further, Owadally & Haberman (1999) demonstrate the conditions under which the use of moving term amortization is efficient. However, these conventional approaches are static rather than dynamic.

In general, modelling the time-varying rates of investment return for the assets of a pension scheme, \( i_{t+1} \), would be based on the forecasting of its respective mathematical trend curve through the analysis of a related historical data series. Further, the respective projections would depend somewhat on the perspectives of the pension experts (especially, the actuary and investment manager) regarding the future investment market movements, for example, in terms of optimistic, expected and pessimistic scenarios. In this paper, we allow for trends in \( i_{t+1} \) with respect to time \( t \) recognising that the major source of instability in pension funding is the change in investment rates of return over time. We illustrate the methodology using a particular stochastic model.
We focus attention on how the pension funding plan using the spread method can optimally recognize all of the solvency surpluses or deficits arising from the volatility in stochastic investment returns, in the light of optimal control theory, for the case where the control time horizon is infinite and the funding plan is applied to a classical actuarial valuation (i.e. a long-term, going-concern valuation). The spread method is presented in terms of the proportional parameter $k_t$, which is considered to be a controlling parameter. Moreover, this controller is treated to be a stochastic controlling variable, rather than a deterministic controlling variable as in Sung (2003).

The remainder of this paper is organised as follows: In section II, we describe the model to be used. In section III, we formulate the non-stationary linear quadratic performance (NSLQP) optimisation problem but note that it is insoluble. In section IV, we propose a heuristic optimisation procedure for this non-stationary control problem and then give the heuristic solutions and some valuable comments in section V and VI, respectively. Lastly, we provide some illustrative numerical examples and some suggestive concluding remarks in section VII.

II. Model Construction and Assumptions

1. Mathematical Model

As with any model of a real world problem, it is necessary to make a number of simplifying assumptions in order that we may focus effectively on the key features of the problem to be solved. We work in discrete time, that is valuations are carried out annually so that, at time $t \in \mathcal{O}(=\{0, 1, 2, \ldots\})$, an
actuarial valuation is conducted to evaluate the

\( \text{AL}_t \): the actuarial liability at time \( t \), in respect of all members at time \( t \)

\( \text{F}_t \): the size of the scheme funds at time \( t \), measured in terms of the market value of the underlying assets.

\( \text{C}_t \): the contribution in year \((t, t+1)\), which we assume to be payable at time \( t \).

\( \text{B}_t \): the benefit outgo in year \((t, t+1)\), which we assumed to be payable at time \( t \). We will assume that the underlying demographic assumptions are exactly realised in the projections so that this term is not a source of surplus or deficiency.

\( \text{NC}_t \): the normal cost which would be the contribution if all the actuarial assumptions were realised exactly.

We work with a simplified pension scheme where the only benefit offered is a normal retirement pension, with a level based on the member’s final salary. We assume that there is a single age at entry (\( a \)) and a single age of retirement (\( r \)). It is assumed that the number of new entrants and the level of salaries grow geometrically and that this has applied for a sufficiently long period of time: and hence, we consider a stable population.

Then, the following recurrence relations follow

\[
\text{F}_{t+1} = (1 + i_{t+1}) \cdot (\text{F}_t + \text{C}_t - \text{B}_t) \tag{1}
\]

\[
\text{AL}_{t+1} = e^\alpha \cdot (\text{AL}_t + \text{NC}_t - \text{B}_t) \tag{2}
\]

\[
\text{AL}_{t+1} = e^{\alpha+\beta} \cdot \text{AL}_t \tag{3}
\]
where $i_{t+1}$ is specified below and defined in a (nominal or real) manner consistent with $F_t$; $\eta$ is the force of interest corresponding to the valuation interest rate $i_t$, assumed to be constant for all $t$; $\alpha$ is the force of membership growth and $\beta$ is the force of salary growth.

As further notation, we introduce the funding ratio $FR_t = \frac{F_t}{AL_t}$, the contribution ratio $CR_t = \frac{C_t}{AL_t}$ and the benefit ratio $BR_t = \frac{B_t}{AL_t}$.

2. Damped harmonic motion of investment rates of return

In order to illustrate the methodology, we consider a specific time dependent stochastic model for $i_{t+1}$ which is non-stationary rather than the general case.

As suggested by Loades(1992), the historical trend curve of investment rates of return may be characterised by a harmonic (or periodic) curve related to a series of business/economic cycles. And so, we propose that, for a mature pension scheme with matched investments, the future trajectory of the investment rates of return will not be subject to significant fluctuations about the principal trend. This assumption indicates conceptually that the pension fund portfolio is focusing on hedging against its investment risks, over time. Hence, we propose the following specific model characterised by trending non-stationarity: for all $t \in \Omega$, 
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\[ 1 + i_{t+1} = 1 + i_s + \text{sinc}_{t+1} + \varepsilon_{t+1}, \text{ in which} \]

\[ i_s = \text{expected long-term stabilised rate of return on future investment} \]

projected from the historical linear trend (from the viewpoint of classical actuarial valuations, \( i_s \) would be often used as the valuation interest rate \( i_v \));

\[ \text{sinc}_{t+1} = \sin(\omega \cdot t + \omega)/(\omega \cdot t + \omega), \text{ in which} \]

\( \omega = \text{the angular frequency} = 2\pi/\Phi \),

\( \Phi (> 0) \) denotes the period of the business cycle, \( \omega \) is the initial phase shift of the business cycle and \((\omega \cdot t + \omega)^{-1}\) is the damped amplitude of the oscillations in \( i_{t+1} \). The sinc-function provides a simple way of modelling damped deterministic oscillations (for properties of the sinc-function, see McGillem & Cooper (1991, section 3.8)); and \( \varepsilon_{t+1} \sim \text{iid } N(0, \sigma^2) \) (with \( \sigma^2 < \infty \)), which represents a stochastic short-term fluctuation about the long-term periodic curve \( \text{sinc}_{t+1} \), arising from the uncertainties inherent in investment markets.

Hence, the non-stationary Gaussian process \( \{ i_{t+1} \} \) is represented as the sum of a stationary Gaussian process, \( \{ \varepsilon_{t+1} \} \), and a deterministic damped harmonic trend convergent to \( i_s \), \( \{ i_s + \text{sinc}_{t+1} \} \). It is worth noting that our process specified in (4) can be thought of as a non-stationary stochastic version of the deterministic model proposed by Sung (2003).

3. Spread Controlling Variable

In order to respond successfully to the non-stationary situations of investment markets, we abandon the assumption of a constant spread controlling parameter (as in Dufresne (1988), for example) and instead allow the spread controlling parameter applying to the unit control period \( (t, t+1), k_t \), to depend on the currently available information. So, \( k_t \) can be expressed
as a time-varying function of the currently available information vector, say \( \mathcal{X} \), where

\[
\mathcal{X}_t = (FR_{t0}, FR_{t1}, \ldots, FR_t, CR_{t0}, CR_{t1}, \ldots, CR_{t-1});
\]

and \( k_t = k_t(\mathcal{X}_t) \) for all \( t \) \hspace{1cm} (5)

Here, we employ the general and well-recognised spread funding formula characterised by

\[
C_t = NC_t + k_t(AL_t - F_t), \quad \text{in which } 0 < k_t < 1 \text{ for all } t \in \Omega.
\]

And then, dividing by \( AL_t \) and applying equation (5), we have

\[
CR_t = NR_t - k_t(\mathcal{X}_t) \cdot (FR_t - 1), \hspace{1cm} (6)
\]

in which \( NR_t \) is previously defined as in a form of \( NR_t = \frac{NC_t}{AL_t} \) (i.e. normal cost ratio) and

\[
k_t(\mathcal{X}_t) \in \{k_t(\mathcal{X}_t) : 0 < k_t(\mathcal{X}_t) < 1 \} \text{ for all } t \in \Omega.
\]

Given the recurrence relations (1), (2), (3) and (6), we obtain the non-stationary dynamic system equation: for all \( t \in \Omega \),

\[
FR_{t+1} - 1 = n_1(t) \cdot \left[ 1 - k_t(\mathcal{X}_t) \right] \cdot (FR_t - 1) + n_2(t) \text{ with given } FR_0 - 1, \hspace{1cm} (7)
\]

in which

\[
k_t(\mathcal{X}_t) \in \{k_t(\mathcal{X}_t) : 0 < k_t(\mathcal{X}_t) < 1 \}.
\]
\[ n_1(t) = \frac{(1+i_{t+1})}{\exp(\alpha+\beta)} \sim iid N(\mu_1(t), \sigma_1^2) \text{ and} \]
\[ n_2(t) = \frac{(i_{t+1}-i_t)}{\exp(\eta)} \sim iid N(\mu_2(t), \sigma_2^2), \]
in which
\[ \mu_1(t) = \frac{(1+i+\text{sinc}_{t+1})}{\exp(\alpha+\beta)}, \mu_2(t) = \frac{(i+\text{sinc}_{t+1}-i)}{\exp(\eta)}, \]
\[ \sigma_1^2 = \frac{\sigma^2}{\exp(2\alpha+2\beta)} \text{ and} \sigma_2^2 = \frac{\sigma^2}{\exp(2\eta)}, \]

Hence, this dynamic model is a stochastic difference equation of order one, which will sequentially generate \{FR_{t-1}, FR_{t-1}, FR_{t-1}, FR_{t-1}, ...\} with certainty as control actions \{k_0(\mathcal{Z}_0), k_1(\mathcal{Z}_1), k_2(\mathcal{Z}_2), ...\} are taken. Further, \{FR_{t-1}, FR_{t-1}, FR_{t-1}, FR_{t-1}, ...\} is a discrete-time, infinite-state Markov process for the reason that \(Pr[FR_{t+1-1}, FR_{t+1-2}, FR_{t+1-3}, ..., FR_{t-1}, FR_{t-1}, FR_{t-1}, ..., FR_{t-1}] = Pr[FR_{t+1-1}, FR_{t+1-2}, FR_{t+1-3}, ..., FR_{t-1}]\) for all \(t \in \Omega\), so that \(FR_{t-1}\) is a state variable of the controlled dynamics (7). It is thus sufficient to determine \(k_i(\mathcal{Z}_i)\) as a function of \(FR_{t-1}\), i.e. \(k_i(\mathcal{Z}_i) = k_i(FR_{t-1})\), so that equation (7) can be rewritten as follows: for all \(t \in \Omega\),

\[ FR_{t+1-1} = n_1(t) \cdot (1-k_i(FR_{t-1})) \cdot (FR_{t-1}) + n_2(t) + FR_{t-1} \]

with given \(FR_0-1\) \hspace{1cm} (8)

where \(k_i(FR_{t-1}) \in \{k_i(FR_{t-1}): 0 < k_i(FR_{t-1}) < 1\}\) and the others are the same as in (7).

III. NSLQP Optimisation Control Problem

As noted in Haberman (1994), \(k_i(FR_t)\) can be interpreted as a penal rate of interest charged on the mismatch between \(FR_t\) and the target funding ratio (i.e. 100\%), so that equation (6) can be thought of as being designed to spread \(CR_t\) around \(NR_t\) through the use of \(k_i(FR_t)\). Applying the dynamic
programming (DP) tool, we need firstly to formulate the performance index. The following index, \( \Lambda_\theta \), would be designed to give an undiscounted weighted penalty to the funding ratio mismatch (i.e. solvency risk) as well as the contribution ratio mismatch (i.e. contribution risk), resulting from the current control action \( k_t (FR_t) \): that is,

\[
\Lambda_\theta = E \left\{ \sum_{t=0}^{\infty} \left[ \theta \cdot (FR_{t+1} - 1)^2 + (1 - \theta) \cdot (CR_t - NR_t)^2 \right] \right\} \tag{6}
\]

\[
= E \left\{ \sum_{t=0}^{\infty} \left[ \theta \cdot (FR_{t+1} - 1)^2 + (1 - \theta) \cdot k_t (FR_t - 1)^2 \cdot (FR_t - 1)^2 \right] \right\}
\]

where \( \theta (\in (0, 1)) \) is a convex combination parameter which is used to provide a trade off between the solvency risk and the contribution risk.

In accordance with the above discussion, we can construct the following stochastic infinite-time horizon NSLQP optimisation control problem which is different to Sung (2003): that is,

\[
\text{Min } E \left\{ \sum_{t=0}^{\infty} \left[ \theta \cdot (FR_{t+1} - 1)^2 + (1 - \theta) \cdot k_t (FR_t - 1)^2 \cdot (FR_t - 1)^2 \right] \right\} \tag{9}
\]

subject to \( \theta \in (0, 1) \) and controlled object governed by the system equation (8)

In general, there are limits to the usefulness of the DP methodology. The stronger are the constraints on the controlling variables (e.g. \( \{k_t (FR_t - 1); 0 < k_t (FR_t - 1) < 1, \forall t\} \)), the longer is the control horizon (e.g. \( \Omega \)) and the higher is the level of non-stationarity present (e.g. time-varying \( n_1(t) \) and \( n_2(t), \forall t \)), then the higher is the potential risk that the corresponding
optimisation problem is insoluble. Thus, it is straightforward to demonstrate that the DP tool can not provide a solution to the above problem (9) because the infinite optimisation procedure with respect to $k_0(FR_0-1), k_1(FR_1-1), k_2(FR_2-1), \ldots$ requires an infinite number of optimising computations because of the strong constraint that $0 < k_t(FR_t-1) < 1$, $\forall t$, and because of the presence of non-stationarity.

IV. Heuristic Optimisation Approach

In order to obtain a physically admissible optimisation procedure by applying DP over an infinite-time control horizon, we need to weaken both the constraint and the non-stationarity. As a heuristic optimisation approach to the above control problem (9), we firstly reformulate the space \{\[ k_t(FR_t-1): 0 < k_t(FR_t-1) < 1, \forall t \}\} into the following form: for some large $\varepsilon > 0$,

\[
\{k_t(FR_t-1): |k_t(FR_t-1)| \leq \varepsilon \} \quad (10)
\]

(the redefined space leads to a suggested interpretation of the result as mentioned in section 4.4).

Secondly, we reformulate the non-stationary controlled object (7) into the controlled threshold object (14) as defined in subsection 4.1.

1. Threshold Model

Given the above comment on the insolubility of the control problem (9),
we propose a reasonable approximate model for the non-stationary
controlled object, which can be solved computationally.

As an approximation to the system equation (7), we propose a threshold
system equation, which involves a switching rule from the non-stationary
stochastic case to the stationary stochastic case at some pre-specified point of
time. Accordingly, the controlled object governed by this threshold system
equation will be called the controlled threshold object; here, the term
‘threshold’ is adopted from ‘threshold autoregressive models’ in the area of
time series analysis (for details and examples, see Tong & Lim(1980)). Its
mathematical specification takes the steps described below. Regarding
notation, we use the upper prefix T to denote the threshold LQP optimisation
problem.

Step 1: Analysis of the time series

: The non-stationary property of equation (7) is completely determined by
the stochastic process \( \{ i_{t+1} \} \) governed by model (4). And further, its
expectation \( \{ E(i_{t+1}) \} \) is characterised as being damped and ultimately
convergent to its limiting value \( i_e \). Of course, the value of \( t \) required for this
limit value to be attained will not be finite, and so we need to find, from an
approximation point of view, a point of time (denoted by \( t^* \), which shall be
called the threshold time value) after which the main trends remain
“relatively unchanged”. In this respect, we can set an approximation criterion
for determining \( t^* \).

Step 2: Approximation trend criterion for \( t^* \)

: For a chosen approximation trend error value, denoted by \( \Delta > 0 \), we find
\( t^* \) satisfying \( |E(i_{t+1} - i_{t+1}^*)| < \Delta \) for any \( t = t^* + 1, t^* + 2, t^* + 3, \ldots \). In general,
\( \Delta \) would be required to be as small as possible to justify the appropriateness
of the approximation. Our infinite control horizon can then be classified into
the two disjoint and exclusive control regimes, that is, \( \mathcal{Q} = \mathcal{Q}_1 \cup \mathcal{Q}_2 \) and \( \mathcal{Q}_1 \cap \mathcal{Q}_2 = \emptyset \), where \( \mathcal{Q}_1 = \{0, 1, \ldots, t^* - 1\} \) and \( \mathcal{Q}_1 = \{t^*, t^* + 1, t^* + 2, \ldots\} \);

Step 3: Decomposition

We decompose the model (4) into two different models for \( \mathcal{Q}_1 \) and \( \mathcal{Q}_2 \), switching from the non-stationary process to the stationary process when
time \( t \) reaches the threshold time value \( t^* \). That is,

\[
(1+i_{t+1}) = \begin{cases} 
1+i_t + sinc_{t+1} + \varepsilon_{t+1}, & \text{for each } t \in \mathcal{Q}_1 \\
1+i_t + \varepsilon_{t+1}, & \text{for each } t \in \mathcal{Q}_2 
\end{cases} 
\tag{11}
\]

Therefore, it would be consistent with the above approximation model (11) to reformulate the spread parameter function (5) in the following way. Denoting the indicator function of set \( S \) by \( 1_S \), then for each \( t \in \mathcal{Q} \),

\[
k_t = k_1(\zeta FR_t - 1) \cdot 1_{\mathcal{Q}_1} + k_2(\zeta FR_t - 1) \cdot 1_{\mathcal{Q}_2} 
\tag{12}
\]

We consider \( k_1(\zeta FR_t - 1) \cdot 1_{\mathcal{Q}_1} + k_2(\zeta FR_t - 1) \cdot 1_{\mathcal{Q}_2} \) to be the threshold spread parameter, which is composed of two factors, that is, \( k_1(\zeta FR_t - 1) \cdot 1_{\mathcal{Q}_1} \) indicates the non-stationary spread parameter over \( \mathcal{Q}_1 \), whereas \( k_2(\zeta FR_t - 1) \cdot 1_{\mathcal{Q}_2} \) indicates the stationary spread parameter over \( \mathcal{Q}_2 \) (which is allowed to vary according to the valuation information up to \( t \), i.e. independent explicitly of time \( t \) but not constant for all \( t \)).

Hence, adopting the model represented by (11) and (12), we derive the respective threshold versions (13) and (14) of the non-stationary formula (6) and (7), respectively: that is, for each \( t \in \mathcal{Q} \),
\[ T_{CR_t} = NR_t - [k_t(T_{FR_t} - 1) \cdot 1_{\mu_1} + k_t(T_{FR_t} - 1) \cdot 1_{\mu_2}] \cdot [T_{FR_t} - 1]. \] (13)

And then, the threshold system equation, which governs the controlled threshold object, is for each \( t \in \Omega \),

\[ T_{FR_{t+1}} - 1 = [n_1(t) \cdot (1 - k_t(T_{FR_t} - 1) \cdot 1_{\mu_1}) + s_1(t) \cdot (1 - k_t(T_{FR_t} - 1) \cdot 1_{\mu_2}) \cdot [T_{FR_t} - 1] + [n_2(t) \cdot 1_{\mu_1} + s_2(t) \cdot 1_{\mu_2}] \]

with initially given \( T_{FR_0} - 1 \)

where,

\[ |k_t(T_{FR_t} - 1) \cdot 1_{\mu_1} + k_t(T_{FR_t} - 1) \cdot 1_{\mu_2}| \leq \epsilon, \]

both \( n_1(t) \) and \( n_2(t) \) are early defined in (7) and

\[ s_1(t) = (1 + i_{t+1})/\exp(\alpha + \beta) \sim iid N(\mu_1, \sigma_1^2) \] and

\[ s_2(t) = (i_{t+1} - i_t)/\exp(\eta) \sim iid N(\mu_2, \sigma_2^2), \] in which

\[ \mu_1 = (1 + \bar{i})/\exp(\alpha + \beta), \mu_2 = (i_t - \bar{i_t})/\exp(\eta), \]

\[ \sigma_1^2 = \sigma^2/\exp(2\alpha + 2\beta) \] and \( \sigma_2^2 = \sigma^2/\exp(2\eta). \)

Hence, this controlled threshold object with the parameter set \( \{n_1(t), s_1(t), n_2(t), s_2(t), k_t(T_{FR_t} - 1), k_t(T_{FR_t} - 1)\} \) has a structural change from the non-stationary controlled object, characterised by the parameter set \( \{n_1(t), n_2(t), k_t(T_{FR_t} - 1)\} \), to the stationary controlled object, characterised by the parameter set \( \{s_1(t), s_2(t), k_t(T_{FR_t} - 1)\} \), when the threshold time value \( t^* \) is reached.
2. Threshold LQP Optimisation Control Problem

In a similar manner to the non-stationary case formulated in section 3 above, we need to ensure that the threshold performance index (denoted by $\mathcal{T}_{\Lambda_\theta}$) defined by the equation

$$\mathcal{T}_{\Lambda_\theta} = \mathbb{E}\left\{ \sum_{t=0}^{\infty} \left[ \theta \cdot (\mathcal{T}_{FR_{t+1}} - 1)^2 + (1 - \theta) \cdot (\mathcal{T}_{CR_{t+1}} - \mathcal{T}_{NR_{t+1}})^2 \right] \right\}$$

(by applying (13))

is finite.

Finally, we can set up the following approximate version of the NSLQP optimisation control problem (9). Here, this shall be called the threshold NSLQP optimisation control problem:

$$\begin{align*}
\min & \quad \mathbb{E}\left\{ \sum_{t=0}^{\infty} \left[ \theta \cdot (\mathcal{T}_{FR_{t+1}} - 1)^2 + (1 - \theta) \cdot k_t \cdot (\mathcal{T}_{FR_t} - 1)^2 \cdot (\mathcal{T}_{FR_t} - 1)^2 \right] \right\} \\
\text{subject to} & \quad \theta \in (0, 1) \text{ and controlled object governed by the threshold system equation (14).}
\end{align*}$$

The above control problem is characterised by a break in the control structure when switching from $\mathcal{Q}_1$ to $\mathcal{Q}_2$. The optimisation procedure will then be considered separately over these two regimes.
3. Bellman Equations

As noted earlier, the computational insolubility of the NSLQP optimisation problem (9) comes from the infinite number of optimal functional equations and the non-stationarity. However, the threshold control problem (15) can be decomposed into two distinct problems - a non-stationary control problem over $\Omega_1$ and a stationary control problem over $\Omega_2$. And so, the optimal control sequence, say \( \{ * k_0(T FR_0 - 1), * k_1(T FR_1 - 1), ..., * k_{t-1}(T FR_{t-1} - 1), * k(T FR_t - 1), * k(T FR_{t+1} - 1), ... \} \), will be produced by solving a finite number of \( t^* + 1 \) non-stationary optimal functional equations using the backward dynamic programming (BDP) approach, as illustrated below in subsection 3.1, and by solving an infinite number of stationary optimal functional equations using the forward dynamic programming (FDP) approach, as illustrated below in subsection 3.2. These approaches are each based on Bellman’s principle of optimality (see, Bertsekas (1976)).

1) Bellman Equation in $\Omega_1$

To derive the backward recursive equations in time $t \in \Omega_1$, we can then define

$$
V(T FR_1 - 1, t) = \text{Min}_{\{ k(T FR_1 - 1); s = t, t+1, ..., r-1 \}} \ E \{ \sum_{s=t}^{r-1} [\theta \cdot (T FR_{s+1} - 1)^2 + (1-\theta) \cdot k(T FR_s - 1)^2] \cdot (T FR_s - 1)^2 \} + \text{Min}_{\{ k(T FR_1 - 1); s = t, t+1, t+2, ... \}} \ E \{ \sum_{s=t}^{\infty} [\theta \cdot (T FR_{s+1} - 1)^2 + (1-\theta) \cdot k(T FR_s - 1)^2] \cdot (T FR_s - 1)^2 \} | T FR_t - 1),
$$
which represents the minimal expected future mismatching risk at time $t$, given the complete information up to time $t$ (i.e. state variable $^t FR_{t-1}$).

Then, using the Bellman’s principle of optimality for sequential control optimisation, we can establish the following Bellman equation: for each $t \in \Omega_1$,

$$V(^t FR_{t-1}, t)$$

$$= \min_{k_i(FR_{i-1})} \mathbb{E} \left\{ \theta \cdot (^t FR_{t+1} - 1)^2 + (1 - \theta) \cdot k_i(^t FR_{t-1}) \right\}$$

$$+ \min_{k_{i+1}(^t FR_{i+1})} \mathbb{E} \left\{ \theta \cdot (^t FR_{i+2} - 1)^2 + (1 - \theta) \cdot k_{i+1}(^t FR_{i+1} - 1)^2 \cdot (^t FR_{i+1} - 1)^2 \right\}$$

$$+ \ldots$$

$$+ \min_{k_{i-1}(^t FR_{i-1})} \mathbb{E} \left\{ \theta \cdot (^t FR_{t-1} - 1)^2 + (1 - \theta) \cdot k_{i-1}(^t FR_{t-1} - 1)^2 \cdot (^t FR_{t-1} - 1)^2 \right\}$$

$$\mathbb{E} \left\{ \theta \cdot (^t FR_{t+1} - 1)^2 + (1 - \theta) \cdot k_{i+1}(^t FR_{t+1} - 1)^2 \right\} + V(^{t+1} FR_{t+1}, t+1)$$. (16)

which represents the time-varying group of $t^*$ equations and expresses, in particular, the switching structure from the time-varying to time-invariant at time $t = t^* - 1$, i.e.

$$V(^{t^*} FR_{t^*-1} - 1, t^*-1)$$

$$= \min_{k_{t^*-1}(^t FR_{t^*-1})} \mathbb{E} \left\{ \theta \cdot (^{t^*} FR_{t^*-1} - 1)^2 + (1 - \theta) \cdot k_{t^*-1}(^{t^*} FR_{t^*-1} - 1)^2 \cdot (^{t^*} FR_{t^*-1} - 1)^2 \right\} + V(^{t^*} FR_{t^*-1} - 1, t^* - 1) \right\}.$$ (16)
2) Bellman Equation in $\Omega_2$

And similarly, for each $t \in \Omega_2$,

$$V(T^{FR}_t - 1) = \min_{k(T^{FR}_t)} E \left[ \left\{ \theta \cdot (T^{FR}_{t+1} - 1)^2 + (1 - \theta) \cdot k(T^{FR}_t - 1)^2 \cdot (T^{FR}_t - 1)^2 \right\} + V(T^{FR}_{t+1} - 1) \right].$$

(17)

which presents explicitly an infinite number of time-invariant optimal functional equations. However, because of the time-invariability of function $V(.)$, it is sufficient to solve the optimal functional equation at time $t = t^*$ in order to specify the optimal stationary policy $k^*(.)$.

Here, the Bellman equations (16) and (17) are called the threshold optimal functional equations.

V. Heuristic Solutions

The procedure solving the threshold optimal functional equation can be summarised as follows:

(a) the time-invariant part (17) is soluble by the FDP approach, and accordingly, we can obtain $V(T^{FR}_t - 1)$ as given in equation (18) below; and then

(b) by using $V(T^{FR}_t - 1)$ as a terminal condition for the time-varying part
(16), it is soluble by the backward dynamic programming (BDP) approach, as given in equation (24) below (see Haberman & Sung (2004)).

Thus, we note that the optimal function value at the threshold time value $t^*$, i.e. $V(T_{FR} - 1)$, provides the conversion from the framework of the infinite-horizon threshold control problem to that of the finite-horizon threshold control problem.

Now, we shall clarify mathematically the above points (a) and (b) in turn: Firstly, the solution of the stationary part (17) is derived by the FDP approach (extending, step by step, the multistage optimising procedure to an infinite optimising procedure by applying a mathematical induction argument and then by utilising the monotone convergence theorem (see, Bertsekas (1976; section 7.1)). Then, for each $t \in \Omega_2$, we can try the solution of the Bellman equation (17) in a following quadratic form, since $T_{FR} - 1$ is distributed with mean, $1 - k(T_{FR} - 1) \cdot \mu_1 + \mu_2$, and variance, $[(1-k(T_{FR} - 1)) \cdot (T_{FR} - 1)^2 + \sigma_1^2 + \sigma_2^2 + 2(1-k(T_{FR} - 1)) \cdot (T_{FR} - 1) \cdot \sigma_2^2 / \exp(\alpha + \beta + \eta)]$, from (14). Thus, we try the following solution:

for all $t \in \Omega_2$, $V(T_{FR} - 1) = Q_1 \cdot (T_{FR} - 1)^2 + Q_2 \cdot (T_{FR} - 1) + Q_3$.

Hence, we can rewrite the Bellman equation (17) in $t \in \Omega_2$ as

$$V(T_{FR} - 1)$$

$$= \min_{k(T_{FR} - 1)} \left[ \theta \cdot (T_{FR} - 1)^2 + (1-\theta) \cdot k(T_{FR} - 1)^2 \cdot (T_{FR} - 1)^2 \right]$$

$$+ Q_1 \cdot (T_{FR} - 1)^2 + Q_2 \cdot (T_{FR} - 1) + Q_3 \cdot T_{FR} - 1$$

$$= \min_{k(T_{FR} - 1)} \left[ A_1(T_{FR} - 1) \cdot k(T_{FR} - 1)^2 + A_2(T_{FR} - 1) \cdot k(T_{FR} - 1) \right]$$

$$+ A_3(T_{FR} - 1)$$

(18)
\[Q_1 \cdot (FR_t - 1)^2 + Q_2 \cdot (FR_t - 1) + Q_3,\] in which

\[A_1(FR_t - 1) = [(1 - \theta) + (\theta + Q_1) \cdot (\sigma_1^2 + \mu_1^2)] \cdot (FR_t - 1)^2\]

\[A_2(FR_t - 1) = -2(\theta + Q_1) \cdot (\sigma_1^2 + \mu_1^2) \cdot (FR_t - 1)^2\]

\[-2(\theta + Q_1) \cdot (\mu_1 \cdot \mu_2 + \sigma_2^2/\exp(\alpha + \beta + \eta)) + \mu_1 \cdot Q_2\]

\[\cdot (FR_t - 1)^2\]

\[A_3(FR_t - 1) = (\theta + Q_1) \cdot (\sigma_2^2 + \mu_2^2) \cdot (FR_t - 1)^2\]

\[+2(\theta + Q_1) \cdot (\mu_1 \cdot \mu_2 + \sigma_2^2/\exp(\alpha + \beta + \eta)) + \mu_1 \cdot Q_2\]

\[\cdot (FR_t - 1)^2 + (\theta + Q_1) \cdot (\sigma_2^2 + \mu_2^2) + \mu_2 \cdot Q_2 + Q_3\]

In order to have a unique sequence of optimal stationary controllers, \(\{k(FR_t - 1): t \in \Omega_2\}\), it is sufficient that for all \(t \in \Omega_2\), \(A_1(FR_t - 1) > 0\).

Differentiating the strictly convex function under the above condition for uniqueness, we then obtain the optimal controller for each \(t \in \Omega_2\), \(k(FR_t - 1)\), which is written as follows:

\[k(FR_t - 1) = \frac{M_1}{M_3} + \frac{M_2}{M_3} \times (FR_t - 1)^{-1},\] in which

\[M_1 = (\theta + Q_1) \cdot (\sigma_1^2 + \mu_1^2),\]

\[M_2 = \mu_1 \cdot Q_2 / 2 + (\theta + Q_1) \cdot (\mu_1 \cdot \mu_2 + \sigma_2^2/\exp(\alpha + \beta + \eta))\] and

\[M_3 = (1 - \theta) + M_1\]

We note here that the optimal stationary policy \(k(.)\) is not well defined when the funding ratio is 100%. In this case, without loss of generality, we adopt the rule of setting \(k(.)\) equal to zero in order to ensure the uniqueness of \(\{k(FR_t - 1): t \in \Omega_2\}\). We note also that \(k(.)\) depends only on \(Q_1\) and \(Q_2\).

So, we need to specify \(Q_1\) and \(Q_2\), which satisfy the following equations obtained by substituting (19) into (18): that is,
In the light of optimal control theory, equation (20) is specifically called the algebraic (equilibrium) Riccati equation, i.e. $Q_1 = f(Q_1)$ where $f(.)$ is a first-degree rational function. Accordingly, the equation provides a unique and positive solution $Q_1^*$ as given in the form (see, Whittle (1982; sections 5.3 & 5.4)):

$$Q_1^* = -\frac{[1-\theta+(2\theta-1)\cdot(\mu_2^2+\sigma_2^2)]}{2(\mu_2^2+\sigma_2^2)} + \sqrt{\frac{[1-\theta+(2\theta-1)\cdot(\mu_2^2+\sigma_2^2)]^2}{2(\mu_2^2+\sigma_2^2)}}$$

and so, the solution of $Q_2, Q_3^*$, is given as follows

$$Q_2^* = \frac{2(1-\theta) \cdot (\theta + Q_1^*) \cdot (\mu_2 \cdot \mu_2 + \sigma_e^2 + \exp(\alpha + \beta + \eta))}{(1-\theta) \cdot (1-\mu_1) + (\theta + Q_1^*) \cdot (\sigma_1^2 + \mu_1^2)}$$

Hence, the above uniqueness condition such that for all $t \in \Omega_2, A_1(TFR_t-1) > 0$, is clearly satisfied due to $Q_1^* > 0$.

Next, we consider the non-stationary Bellman equation (16) in $t \in \Omega_1$. We apply the BDP approach and then try the solution in a quadratic form for the reason that, for each $t \in \Omega_1$, $TFR_{t+1}-1$, given $TFR_t-1$, is distributed with mean, $(1-k(TFR_t-1)) \cdot (TFR_t-1) \cdot \mu_1(t) + \mu_2(t)$, and variance, $[(1-k(TFR_t-1)) \cdot (TFR_t-1)]^2 \cdot \sigma_1^2 + \sigma_e^2 + 2(1-k(TFR_t-1)) \cdot (TFR_t-1) \cdot \sigma_e^2 / \exp(\alpha + \beta + \eta)$, from (14). Thus, $V(TFR_t-1, t) = Q_1(t) \cdot (TFR_t-1)^2 + Q_2(t) \cdot (TFR_t-1) + Q_3(t)$, in which the terminal cost at time $t'-1$ is given in (16) (i.e. $V(TFR_{t'-1}-1, t'-1)$), and also the boundary conditions for BDP approach are derived as
follows: that is,

\[
V(t_{FR_{t-1}}-1, t^*-1) = \text{Min}_{k_{t_{FR_{t-1}}}} E \left\{ \begin{array}{l}
(1-\theta) \cdot (t_{FR_{t-1}}-1) + \mu(t_{FR_{t-1}}-1) \\
\cdot \left( 1 - \theta \right) \cdot (k_{t_{FR_{t-1}}}) \cdot (t_{FR_{t-1}}-1) \end{array} \right\} + V(t_{FR_{t-1}}-1) | t_{FR_{t-1}}-1 \right\}.
\]

\[
= Q_1(t^*-1) \cdot (t_{FR_{t-1}}-1)^2 + Q_2(t^*-1) \cdot (k_{t_{FR_{t-1}}}) \cdot (t_{FR_{t-1}}-1) + Q_3(t^*-1), \text{ in which}
\]

(22)

the optimal controller at the terminal time \( t^*-1 \) is specified by

\[
'k_{t_{FR_{t-1}}}(t_{FR_{t-1}}-1) = \frac{M_1(t^*-1)}{M_2(t^*-1)} + \frac{M_1(t^*-1)}{M_2(t^*-1)} \times (t_{FR_{t-1}}-1), \text{ in which}
\]

(23)

\[
M_1(t^*-1) = (\theta + Q_1^*) \cdot (\sigma^2 + \mu(t^*-1)^2),
\]

\[
M_2(t^*-1) = \mu(t^*-1) \cdot Q_2^*/2 + (\theta + Q_1^*) \cdot (\mu(t^*-1) \cdot \mu(t^*-1) + \sigma^2
\]

/ \exp(\alpha + \beta + \eta)) \text{ and }

\[
M_3(t^*-1) = (1-\theta) + M_1(t^*-1), \text{ and the boundary conditions are given}
\]

in the following form

\[
Q_1(t^*-1) = [(1-\theta) \cdot (\theta + Q_1^*) \cdot (\sigma^2 + \mu(t^*-1)^2)]
\]

/ \left\{ (1-\theta) + (\theta + Q_1^*) \cdot (\sigma^2 + \mu(t^*-1)^2) \right\} \text{ and (24)}

\[
Q_2(t^*-1) = (1-\theta) \cdot [\mu(t^*-1) \cdot Q_2^* + 2(\theta + Q_1^*) \cdot (\mu(t^*-1)
\]

\cdot \mu(t^*-1) + \sigma^2/\exp(\alpha + \beta + \eta))] / \left\{ (1-\theta) + (\theta + Q_1^*) \right\}

\cdot (\sigma^2 + \mu(t^*-1)^2)].
\]

(note that it is not necessary to specify \( Q_3(t^*-1) \) due to its redundancy, which will be clear from the discussion below).

In a similar manner to the stationary case, the optimal non-stationary
control policy \{k(t, \cdot) : t \in \Omega_1 - \{t' - 1\}\} can then be found by solving the time-varying group of \(t' - 1\) equations by back-tracking step by step, starting with \(V(T_{FR_{t-1}}, t'-1)\) given in (22) (see Haberman & Sung(1994, 2002)): that is, for each \(t \in \Omega_1 - \{t' - 1\}\),

\[
V(T_{FR_{t-1}}, t) = \min_{k(T_{FR_{t-1}})} \{E \{[\theta \cdot (T_{FR_{t+1}} - 1)^2 + (1-\theta) \cdot k(T_{FR_{t}} - 1)^2] + V(T_{FR_{t+1}} - 1, t+1) | T_{FR_{t-1}}\} \}
\]

\[
= \min_{k(T_{FR_{t-1}})} \{B_1(T_{FR_{t-1}}, t) \cdot k(T_{FR_{t-1}} - 1)^2 + B_2(T_{FR_{t-1}}, t) \cdot k(T_{FR_{t}} - 1) + B_3(T_{FR_{t-1}}, t)\},
\]

\[
= Q_1(t) \cdot (T_{FR_{t-1}} - 1)^2 + Q_2(t) \cdot (T_{FR_{t-1}} - 1) + Q_3(t),
\]

in which (25)

\[
B_1(T_{FR_{t-1}}, t) = [(1-\theta) + (\theta + Q_1(t+1)) \cdot (\sigma_1^2 + \mu_1(t)) \cdot (T_{FR_{t-1}} - 1)^2
\]

\[
B_2(T_{FR_{t-1}}, t) = -2 \cdot (\theta + Q_1(t+1)) \cdot (\sigma_1^2 + \mu_1(t)) \cdot (T_{FR_{t-1}} - 1)^2
\]

\[
- [2(\theta + Q_1(t+1)) \cdot (\mu_1(t) \cdot \mu_2(t) + \sigma_2^n/\exp(\alpha + \beta + \eta))
\]

\[
+ \mu_1(t) \cdot Q_2(t+1) \cdot (T_{FR_{t-1}} - 1) \}
\]

\[
B_3(T_{FR_{t-1}}, t) = (\theta + Q_1(t+1)) \cdot (\sigma_1^2 + \mu_1(t)) \cdot (T_{FR_{t-1}} - 1)^2
\]

\[
+ [2(\theta + Q_1(t+1)) \cdot (\mu_1(t) \cdot \mu_2(t) + \sigma_2^n/\exp(\alpha + \beta + \eta))
\]

\[
+ \mu_1(t) \cdot Q_2(t+1) \cdot (T_{FR_{t-1}} - 1) + (\theta + Q_1(t+1))
\]

\[
\cdot (\sigma_2^n + \mu_2(t)) + \mu_2(t) \cdot Q_3(t) + Q_3(t+1).
\]

Accordingly, the sequence \{\{k(t, \cdot) : t \in \Omega_1 - \{t' - 1\}\}\} is uniquely determined under the condition such that \(B_3(T_{FR_{t-1}}, t) > 0\) for all \(t \in \Omega_1 - \{t' - 1\}\): that is, for each \(t \in \Omega_1 - \{t+1\}\),

\[
k(T_{FR_{t-1}} - 1) = \frac{M_1(t)}{M_3(t)} + \frac{M_2(t)}{M_3(t)} \cdot (T_{FR_{t-1}} - 1)^{-1},
\]

in which (26)
In order to specify \( k(\cdot) \), which depend only on the unknown \( Q_1(t+1) \) and \( Q_2(t+1) \) (not \( Q_3(t+1) \)), we need only to specify the following backward recursive equations, obtained by substituting \( \hat{k}^1(tFR, -1) \) into (25): for each \( t \in \Omega_1 - \{t+1\} \),

\[
Q_1(t) = \frac{(1-\theta) \cdot (\theta + Q_1(t+1)) \cdot (\sigma_1^2 + \mu_1(t)^2)}{(1-\theta) + (\theta + Q_1(t+1)) \cdot (\sigma_1^2 + \mu_1(t)^2)}
\]

with the boundary condition \( Q_1(t^*-1) \) given in (24) and

\[
Q_2(t) = \frac{(1-\theta) \cdot [\mu_1(t) \cdot Q_2(t+1) + 2(\theta + Q_1(t+1)) \cdot (\mu_1(t) \cdot \mu_2(t) + \sigma_2^2/e^{\alpha+\beta+\eta})]}{(1-\theta) + (\theta + Q_1(t+1)) \cdot (\sigma_1^2 + \mu_1(t)^2)}
\]

with the boundary condition \( Q_2(t^*-1) \) given in (24). \( ^{(27)} \)

Then, each of these equations produces such a backward solution as \( \{Q_1(t^*-1), Q_1(t^*-2), ..., Q_1(1), Q_1(0)\} \) and \( \{Q_2(t^*-1), Q_2(t^*-2), ..., Q_2(1), Q_2(0)\} \), and hence the above uniqueness condition such that for all \( t \in \Omega_2 - \{t+1\} \), \( B_1^1(tFR, -1, t) > 0 \), is clearly satisfied because \( Q_1(t^*-1) > 0 \) and then \( Q_1(t) > 0 \).

Thus, we complete the mathematical induction argument and finally demonstrate that the optimal functional equation (25) has a solution of the quadratic form with \( Q_1(t), Q_2(t) \) and \( Q_3(t) \) satisfying the recurrence relations
Further, $V(T^{FR}-1, t)$ turns out to be quadratic, subject to $T^{FR}-1 \neq 0$. As in the time-invariant part, there is no loss of generality in adopting a pragmatic rule that sets $k(t^{FR}-1)$ in the case of $T^{FR}-1 = 0$, for ensuring the uniqueness of the optimal sequence $\{k(t^{FR}-1); t \in \Omega_1\}$.

VI. Comments

Our heuristic optimisation procedure over an infinite horizon $\Omega$, with respect to $k$, is classified into two parts- designing optimally the optimal non-stationary control policy $k(.)$ over $\Omega_1$, and the optimal stationary control policy $k(.)$ over $\Omega_2$; that is, for each $\Omega$,

$$k = k(T^{FR}-1) \cdot 1_{\Omega_1} + k(T^{FR}-1) \cdot 1_{\Omega_2}.$$ 

On the other hand, substituting $k(T^{FR}-1)$ and $k(T^{FR}-1)$, as defined in (23) and (26), and (19) respectively, into the threshold contribution ratio formula (13) yields the following optimal threshold contribution ratio formula: that is, for each $t \in \Omega$,

$$T^{CR} = NR_r - [k(T^{FR}-1) \cdot 1_{\Omega_1} + k(T^{FR}-1) \cdot 1_{\Omega_2}] \cdot [T^{FR}-1]$$

$$= NR_r - [\frac{M_r(t)}{M_3(t)} \cdot 1_{\Omega_1} + \frac{M_1}{M_3} \cdot 1_{\Omega_2}] \cdot [T^{FR}-1] + [\frac{M_r(t)}{M_3(t)} \cdot 1_{\Omega_1} + \frac{M_1}{M_3} \cdot 1_{\Omega_2}]$$

$$= NR_r - [\lambda_r \cdot 1_{\Omega_1} + \lambda \cdot 1_{\Omega_2}] \cdot [T^{FR}-1],$$
where,

\[ NR^{-}_t = NR_t + \left[ \frac{M_3(t)}{M_3(t)} \cdot 1_{\varphi_1} + \frac{M_2}{M_3} \cdot 1_{\varphi_2} \right], \quad \lambda = \frac{M_3(t)}{M_3(t)} \cdot \lambda = \frac{M_3}{M_3} \quad \text{and} \quad 0 < \lambda, \lambda < 1 \]

Accordingly, the optimal threshold control response corresponding to \( ^tCR^* \) is recursively generated with time by the optimal threshold dynamic equation: for each \( t \in \Omega \) and initially given \( ^tFR_0 - 1 = ^tFR_0^* - 1 \),

\[
^tFR_{t+1}^* - 1 = \left[ n_1(t) \cdot \frac{M_3(t) - M_1(t)}{M_3(t)} \cdot 1_{\varphi_1} + s_1(t) \cdot \frac{M_3(t) - M_1(t)}{M_3(t)} \cdot 1_{\varphi_2} \right] \cdot \left[ ^tFR_t^* - 1 \right] \\
+ \left[ n_2(t) \cdot \frac{M_3(t)}{M_3(t)} + n_2(t) \right] \cdot 1_{\varphi_1} + \left[ s_2(t) \cdot \frac{M_2}{M_3} + s_2(t) \right] \cdot 1_{\varphi_2},
\]

(29)

where \( n_1(t) \) and \( n_2(t) \) have been defined in (7) and \( s_1(t) \) and \( s_2(t) \) have been defined in (14).

Bowers et al. (1979) describe the spread method as normal cost plus amortisation over a moving term. In comparison, the proposed optimal control approach provides a similar type of formula, with the spread method as given in (28) but producing an optimal normal cost as well as optimal amortisation, which has been adjusted in anticipation of the future random rates of return. Thus, \( \lambda \cdot 1_{\varphi_1} + \lambda \cdot 1_{\varphi_2} \) can be interpreted as a new amortisation parameter spreading forward the surpluses/deficits (i.e. \( ^tFR_t - 1 \)) in the light of optimal control theory, and also \( NR^{-} \) can be interpreted as a new normal cost ratio adjusting the classical actuarial normal cost ratio \( NR_t \) from the viewpoint of optimal control theory. In these respects, \( \lambda \cdot 1_{\varphi_1} + \lambda \cdot 1_{\varphi_2} \) and \( NR^{-} \) each could be called a threshold optimal controller.
Comparing the spread funding formula (6) based on the classical, static actuarial practice with the above funding formula (28) derived from optimal control theory, we note that the newly defined spread parameter $\lambda_t \cdot 1_{\Omega_1} + \lambda_t \cdot 1_{\Omega_2}$ plays a similar role to $k_t$ on the grounds that $0 < k_t, \lambda_t \cdot 1_{\Omega_1} + \lambda_t \cdot 1_{\Omega_2} < 1$ for each $t \in \mathcal{Q}$ and that it spreads the recognised investment gains/losses over subsequent periods, whereas the term $M_3(t) \cdot 1_{\Omega_1} + M_3 \cdot 1_{\Omega_2}$ is additionally required as an adjustment to $NR_t$, for the realisation of our funding objective (i.e. the on-going balanced stability in contribution ratios and funding ratios against their own targets).

VII. Numerical Illustrations and Conclusions

Here, we illustrate numerically the control effects with respect to the future movement of investment returns: in particular, in terms of contribution risk and solvency risk and their trade-offs.

1. Assumptions

Actuarial Assumptions

$\exp(\alpha) = 1.02$, $\exp(\beta) = 1.02$ and $\exp(\eta) = 1.06$;

Projection Assumptions

- initial funding ratio $FR_0 = 80\%$ and $120\%$
- infinite control horizon: $t \in \mathcal{Q}$
- value of $\theta = 10\%, 30\%, 50\%, 70\%$ and $90\%$;
: $i_{t+1}$ is governed by equation (4) where $i_e = 0.06$, $\Phi = 8$, $\omega = 24\pi$ and 
$\sigma = 30\% \cdot i_e$; and

: threshold time value: $t^* = 59$ (i.e. $\mathcal{Q}_1 = \{t: 0, 1, 2, ..., 59\}$ and $\mathcal{Q}_2 = \{t: 60, 61, 62, ...\}$).

2. Concluding Remarks

The following table shows the threshold spreading values (i.e. $\lambda_t \cdot 1_{\mathcal{Q}_1} + \lambda_t \cdot 1_{\mathcal{Q}_2}$) and the threshold adjustments of $NR_t$ (i.e. $NR_t^\sim = -NR_t = \frac{M_2(t)}{M_3(t)} \cdot 1_{\mathcal{Q}_1} + \frac{M_3}{M_3} \cdot 1_{\mathcal{Q}_2}$), respectively. The figures of Table 1 lead to the conclusion that, in order to minimise (contribution and solvency) risk, it is necessary to control optimally both the procedure of spreading surplus/deficit and the procedure of changing the current actuarial assumptions. In the light of generally accepted actuarial funding practice, the period of amortisation would be suggested to be somewhat shorter or equal to the expected average future-working lifetime of the current employees. In this respect, Table 1 clearly shows that placing more weight on contribution stability rather than on benefit security could be thought to be more practically admissible. Of course, it is to be determined whether the scheme actuary should allow faster or slower recognition of actuarial surpluses/deficits (i.e. $\theta \to 100\%$ or $0\%$) by balancing the conflicting interests between the scheme’s sponsor and members.
Table 1 Values of Threshold Optimal Controllers

<table>
<thead>
<tr>
<th>θ</th>
<th>( \lambda_1 \cdot 1_{a_1} ) Range (Min, Max)</th>
<th>MEAN</th>
<th>STD.</th>
<th>( \lambda_2 \cdot 1_{a_2} ) Range (Min, Max)</th>
<th>MEAN</th>
<th>STD.</th>
<th>( \langle NR^\sim, -NR \rangle \cdot 1_{a_1} ) Range (Min, Max)</th>
<th>MEAN</th>
<th>STD.</th>
<th>( \langle NR^\sim, -NR \rangle \cdot 1_{a_1} ) Range (Min, Max)</th>
<th>MEAN</th>
<th>STD.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>[0.29178, 0.30507]</td>
<td>0.29865</td>
<td>0.00408</td>
<td>0.30068</td>
<td>[-0.00458, 0.00547]</td>
<td>0.00295</td>
<td>0.000295</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>[0.48056, 0.49461]</td>
<td>0.48776</td>
<td>0.00423</td>
<td>0.48850</td>
<td>[-0.00720, 0.00810]</td>
<td>0.00295</td>
<td>0.000295</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>[0.62226, 0.63458]</td>
<td>0.62856</td>
<td>0.00361</td>
<td>0.62878</td>
<td>[-0.00848, 0.00935]</td>
<td>0.00295</td>
<td>0.000295</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>[0.75824, 0.76729]</td>
<td>0.76287</td>
<td>0.00263</td>
<td>0.76286</td>
<td>[-0.00996, 0.01080]</td>
<td>0.00295</td>
<td>0.000295</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>[0.90949, 0.91339]</td>
<td>0.91149</td>
<td>0.00113</td>
<td>0.91144</td>
<td>[-0.01101, 0.01180]</td>
<td>0.00295</td>
<td>0.000295</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<Figures 1 & 2> given below show the resulting values (i.e. \( E[(CR^\sim, -NR | FR, -1)] \) and \( E[(FR^\sim, +1 | FR, -1)] \), illustrating the (control action and control response) volatilities against their own targets: In order to emphasize this respect, \( E[(CR^\sim, -NR | FR, -1)] \) and \( E[(FR^\sim, +1 | FR, -1)] \) are denoted as (control) contribution risk(t) and (control) solvency risk(t), respectively. These figures clearly show that there is a time-delayed trade-off between contribution risk(t) and solvency risk(t) under the non-stationary circumstances and also that the trade-off decreases as we move from the non-stationary to the stationary case. And also, as illustrated in <Figure 1 & 2>, the initial conditions have more effect on the phase of the cycles than on the frequency or the amplitude.
Consequently, we believe that the classical spread formula (6) is not adequate for achieving the purpose of pension funding principally because of the variability inherent in the rates of investment return. So, we would like to suggest that the actuarial profession explores methodologies (such as those
introduced in this paper) for reflecting in advance the estimates of the future demographic and economic experience in the pension funding mechanism, rather than depend on fixed valuation assumptions and realised accounting results on the ground that the pension funding management has become an increasing concern for governments in developed as well as developing countries. In this aspect, we hope that this paper can provide a turning point of re-diagnosing the currently popular funding management.
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